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Al trust issues continue to emerge

Self-driving safety concerns
According to the interface news
statistics, more than 90% of Tesla
accidents are caused by "loss of
control, so the  self-driving
assistance system is questioned.

frequent

Face recognition system was breach
ed

RealAl has reportedly used "confronta
tion" glasses to successfully unlock 19
cell phones.

@

Invasion of person
al privacy happens
all the time
Question and answe
r models, etc. reveal
personal privacy.

The "negative" news o
artificial intelligence is
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Violation of the "right to know"
The "algorithmic black box" of artifici
al intelligence

VS

The user's right to know.

Deep forgery blurs the line between
true and false

CARNEGIE MELLON RESEARCHERS ARE USING Al T0!

TRANSFER FACIAL EXPRESSIONS FROM ONE VIDEO TO ANOTHER.| |




What Trustworthy Al looks like?

G20 Al Principles Published to Promote Innovation in Tru

Intern?tio.nal sted Artificial Intelligence
Organizations
|EEE SA Building credible standards and pub
lishing research reports
overnments -

Countries have introduced Al governance principles and promoted
Al legislation, etc.

S® Microsoft

Practicing the concept of
responsible machine lear
ning

Companies, etc. m Br *An,

Establishment of Gov
ernance Institute

Open source gov
ernance tools, etc.

By analyzing relevant glob
al documents, we graduall
y converge on key elemen
ts such as transparency,
security, fairness, accoun
tability, and privacy prot
ection.
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XisEE .
CERN Xigia
Number of
Ethical principle Included codes
documents
/ W Transparency, explainability, Excitability,
ST 73/84 understandability, interpretability,
Transparency - . g
communication, disclosure, showing
Justice, fairness, consistency,
EXS5AT inclusion, equality, equity, (non-) bias,
= /84 - . . . . 5 s .
Justice and fairness 68 (non-)discrimination, diversity, plurality,
accessibility, reversibility, remedy, redress,
challenge, access and distribution
o Non-maleficence, security, safety,harm,
FBETH , e T
60/84 protection, precaution, prevention, integrity
Non-maleficence : s
(bodily or mental), non-subversion
it P Responsibility, accountability,liability, acting
Responsibility with integrity
e faAX 5 ¢ i 3
. 47/84 Privacy, personal or private information
\ Privacy
— % 41/34 Benefits, beneficence, well-being,peace, social
Beneficence good, common good
BEd5 8% :
Freedom, autonomy, consent, autonomy choice,
Freedom and 34/84 T :
self-determination, liberty,empowerment
autonomy
i3
f 28/84 Trust
Trust
EE 13 14784 Sustainability, environment(nature), energy,
Sustainability ) resources (energy)
"IL;
3? . 13/84 Dignity
Dignity
G
g 6/84 Solidarity, social security, cohesion
Solidarity

The global landscape of Al ethics guidelines," a compendium of 84 documents.




"Empty talk" of Trustworthy Al is not
enough, it needs to be more practical!
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difficul e e  ° Some scholars believe that companies are putting the
iIfficult QEsE___ o P : oo
e principles of artificial intelligence on the shelf and issuing
. Jﬁﬁ%,}ﬁfﬁ?g%gfﬁﬂﬁkﬂ;%ﬁm?Eﬁiﬁ ﬁf?;&&ﬁ*‘i%ﬁ%ﬁﬂﬁ%@izgﬁﬁﬁ?ﬁ . n . . n
e R i S R e ethics of technology as a means of "moral whitewashing

£ (Daniel Munwo) HIXE. XEWH, WERKSINFIGEE, 019FMHEE FARLE ST AR —F,
{BMsEHHEE AR S .

difficult

>~ v

difficult

. It's hard to get programmers to solve ethical problems!
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. Some face recognition applications even take a picture of the
whole body of end users to collect more data without even a
notice, so experts warned users to put on clothes before doing

- face recognitions
S$i&: SKENKIDIRT! | TRBBEAKIRS, AR
—EEREHR[W, TAREURRIR BARA"
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Trustworthy Al: A Systematic Methodology

for Implementing Governance Principles
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Trustworthy features

Supported Technology
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System security
design
Human can take over
the design

Model Attack Risk
Protection

System-level risk
protection

Operation monitoring

Security Testing

Robustness testing

Interpretability
assessment

Theoretically
explainable

Algorithms can be
explained

Functions can be
explained

System Al technology
logo

System Intent
Explanation

System
reproducibility testing

Data Risk Assessment

Data Governance
Differential Privacy

Federal Learning

Data Security
Monitoring

Compliance review of
data collection, use,
storage, etc.

System responsibility
mechanism design

User rights and
obligations design

Systematic training
phase record

Improve system log
function

Establishing a
monitoring

Estglﬁfmr“igm of

compensation
mechanism

System traceability
testing

System fairness
design

Diversified product
range

Comprehensive data
sample

Improve feedback
channels

Fairness Test




Trustworthy Al supported technology: the |
"four rulers” for judging trustworthiness SAICT sEfRIAR:

= : A {SAIEIR
Stability means: the ability of the Al I"" .E-I-{;AI : _;:r = EH%*EQK WNQ etk

system to resist malicious attacks.
Interpretability means that the REM

decisions made by an Al system i a5

= N Iluql,"ya 2 [ ERM N /1) or
E 4° ) — EqRs(A(S)) < ¢ M(1 —e™ + e7¢8) ] bl e L _2Lyy [. i
E4R(A(S)) — E4Rs(A(S)) <sc| M(1 —e"  + e SilogNlngy + | N i . Lix ZTlogE - 0( 2)( 8y =

need to be understandable to d N %

humans. iZ‘rlsﬁéjJ) G

(o] i

Privacy protection means: the Al P[|R.(A()) — R(A(S))| < 9¢] > 1 ‘T‘S—m(%)
system cannot divulge private

information of individuals or

groups.

Fairness means: Al treats all users

fairly

Quoted from what Mr. Tao Dachen shared at the wAIC Trusted Al Forum




Integrating Trustworthy concepts into all aspects |
of corporate design, R&D and operations CAICT iE{SifERx

Trustworthy full lifecycle of artificial intelligence technologies,
products and services

s N s N

List of Trustworthy design Trustworthy technology use
requirements for Al systems and testing

Continuous monitoring

Trustworthy Team

Trustworthy culture, corporate management mechanism




Recommendation algorithms: Building targeted solutions that break the CAICT thE=iEk:
information cocoon

Afterwards

-Algorithmic
accountabilit

acro Beforehand P - - 4
rocess
Requirements o 4
Review

i . Intervention 3
Business User Interaction S

layer mechanism Handling

1. The user interaction mechanism of the

recommendation algorithm
Business processes for user interaction meet
Client Tt TS TSI ST T T T governance requirements T T T TTTTTTTTo 1
® Return @ User request 1 |
resaeneation Return of result§ ¢ Request to send : 1
Protocol schedu ing layer 1 @ User request ° The user's right to know, the user's right to decide. :
|

Protocol Access —> Distribution scheduling Characteristiq data !
Recommendation @Collection and :I- --------------------------------------------------------l !
H treatment ! ) i . 1
algorithm layer Return of reSUItST ¢ Request to send Il @Collection and ®  Focus on data compliance review at the data layer. Lo
--------------------------------------------- 1 1 1 treatment 1 1
| 1 1
Recommended met : . : |
1 1 1 P!
. o e 1 1 I . 1
: opos coner i Rule Strategy X : . ® Storage of user [} Focus on storage classification, storage encryption, storage : 1
1 ilioy10t0 o oo — ! 0 data security, etc. at the data layer. v

1 A Fine i > 1 1
—— Filtering——> > il Il sl i 1
. Recall 9 Tune Tune H X | |
! ‘ e | I @Recommendation ®  Implement intervention mechanisms :
1 B ! X eligoiiiim etk such as de-weighting and breaking i
1 f 1 . 1
1 1 : up 1
1 1 1 1
1 ot Model Ressoring ! 1 ® Return ° Build a complaint mechanism and feedback channels. :
e ——————————————————————— I_ __________ e _: 1 recommendation .
mﬁ — ¥ ¥ X fesults In user interaction, requirements such as personal empowerment, algorithm 1
1 transparency and algorithm interpretation should be fully implemented. Meanwhile, :
fesktme daa D ExED : records such as user behavior logs, material logs and recommendation logs should
@ Storage of user data | be kept to implement algorithm review requirements 1




Recommendation algorithms: building targeted solutions that break the CAICT thE=iEk:
information cocoon

A
thics Review
Process Algorithmic
Review

Macro

Intervention Emergency

i User Interaction . .
Business layer mechanism Handling

""""" 2, the recommendation class algorithm application intervention mechanism, emergency treatment to break the specific initiatives of the
information cocoon
. . Build a discovery recommendation link . . . .
Modeling user negative feedback data Conducting full-link unbiased learning that
. Enhance the diversity of the recommendation . . . e .
Reduce user disliked content Portraying users' diverse interest distribution
system
( ) m . - A
Discovery-oriented quantitative recall, based on short-term user
. X i behavior, learns users' cross-category click behavior and recommends
Provide a portal for feedback on recommendation questions, model . .
o R . X . categories relevant to recent behavior for users. We make full use of the funnel-type structure of the
users' negative interests through their negative feedback information, \ ) recommendation system and the data of multiple scenarios to
and reduce the number of recommendations for content they don't r \ . . .
. . - solve the problem of data selection bias and data sparsity
like. Discovery search recall, combining short- and long-term user . R R
. . A . X . encotntered in sinale-scene sinale-task modelina
behavior with cross-category similar product indexing to build a
\_ ) discovery recommendation capability.
p N am an [ S &
( ) Seasonal recall, the corresponding goods are recalled before the .
For the sparse negative feedback data, the recent click behavior and a‘rrival of seasonal nodes such as holidays, fruit and vegetable market ; T 3
long-term click behavior of users are introduced to portray their Atlme, and seasonal change. ) s
positive interest, and the negative feedback behavior and recently > - ‘jé* P . """ . """""" . """""" |5 """ a
. . . . %
exposed unclicked behavior of users are introduced to portray their Tag recall based on cognitive reasoning, building knowledge graphs ca R T T
negative interest. and reasoning links based on tags, etc., to achieve the purpose of By aw i ERE ek FMENE | FEARE
expanding user interests \ e - /
\ J \ J
Reference source: Corporate research




Deep synthesis algorithm: at the algorithm level, establish dual-level multi- =
faceted protection CAICT thE{S &R

Deployme
nt

Algorithm layer ReSeaich and Testing

Development Applications

Intervention Emergency

: - .~ User Interaction . .
Business layer mechanism Handling

_-. 1, Algorithm provider: build explicit and implicit technical capabilities at two

- 2, algorithm application side: implementation of algorithm mark to protect the

. . . L ) ) user's right to know

. Given that deep synthesis technology has reached a very realistic effect, it is difficult to identify by the . As the application side of the algorithm, the relevant platform should clearly mark the synthetic video to
naked eye without a priori information. Therefore, companies should intervene beforehand and protect the user's right to know. In addition, potential synthetic videos should be further identified
manage at the source. Adding logos at the explicit level helps users to identify the authenticity of through technologies such as digital watermarking, confrontation samples, and multimodal
information, and embedding watermarks at the implicit level helps regulators to trace the source recognition ' '
afterwards. :

levels

>  Information Compliance
Securing content

)

>  Synthetic Data

>  Embedded clear watermark logo >  Embedded digital watermark Video Algorithm Management B
. Clearly inform the user that the . Using reversible synthesis technology to ° |”_13_99 retrieval capability
content belongs to the category of guarantee traceability. >  Significantly Marker Inspection * Digital \{v_atermark
synthetic data. mark traceability
synthetic
. information
( R ) . . u +  Protecting the >  Forgery recognition
weness I ES - ) = user's right to capability

data

— o+ N . . ! . know -+ Single-mode recognition
= = b L r capability
- e & = . Multimodal recognition
Share Weigh « ke I8 % . - V capability ’
\. ‘ DeFake = /

Real Decpfakes




Deep synthesis algorithm: at the data level, forming continuous supervision CAICT thES i Bk

Macro
requirements

Data Layer

>  Filtering of
undesirable
information content
and filtering of
training data to
prevent the ability to
generate undesirable
information.

1, Training for data before going online

Assessment Filing

Data Acquisition

Filtering
bad Filtering

information Beaiagaia

Securing material data

. Before the application goes live, the material data is screened in two ways, filtering undesirable
information on the one hand and private data on the other.

Filter private data data
and filter data with
biometric features
such as faces and
pedestrians.

process

Review

Afterwards

Algorithmic
accountabilit:

User data collection > storage - use > processing = transmission

-> provision 2 public > deletion

2, real-time monitoring of content security after the launch

. After the application goes live, the data is continuously tracked and inspected in real time to ensure

content security.

> Information Protection

. Platform data cannot be tampered with: digital watermarking technology

. Platform data can be traced: counter-sample technology

»  Digital Watermarking Technology
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Thanks!

Wang Yuntao, 18611547086,

wangyuntao@caict.ac.cn
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