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PRIORITY THEME 2: Science, Technology and Innovation in the age of AI 

United Nations Commission on Science and Technology for Development (CSTD)

To whom it may concern 

The 28th CSTD annual sess ion selected “Science, Technology and Innovation in the age of AI” as  one 
of the priority themes  for its  29th s es s ion (2025-2026). This  theme directly addresses  SDG 9 “Build  
res ilient infras tructure, promote inc lus ive and sus tainable indus trialization and fos ter innovation” at the  
2030 Agenda.  

The rapid rise  of frontier technologies  and the surge in data  generation are trans forming research and 
development. Artific ial intelligence, as  a  general-purpose technology, will further accelerate  this  
trans formation. These changes  in research and development practices  offer s ignificant opportunities  
for inclus ive indus tria lisation and innovation, which are the core objectives  of SDG 9.  

Under this  theme, the Commiss ion could discuss  how the use of AI and data  ana lytics  would impact 
research and development processes  in science and indus try and identify the ins titutiona l and policy 
conditions  required to harness  these technologies  for inclus ive and sus ta inable indus tria lization and 
innovation. In this  context, the Commiss ion can examine the challenges  and opportunities  specific  to 
countries  at different levels  of development; identify good practices  and polic ies  to support domes tic  
technological development, research and innovation; and explore ways  to leverage international 
cooperation to bridge the uneven technologica l capabilities  and s teer technological progress  toward 
sus tainable development. 

The CSTD secretariat is  in the process  of drafting an is sue paper on the theme to be presented at the 
CSTD inter-sess ional pane l meeting to be held  in November 2025. In this  context, we would like  to 
solicit inputs  from international organizations , UN entities  and agencies , and regional commiss ions  on 
this  theme. We would be grateful if you could kindly answer the following ques tions  based on your 
organization’s  work at the global, regiona l, and/or national levels : 

1. Can you provide some success ful examples  of how AI and data  are  being used to advance
science and innovation in your country? (Please describe how these applications transformed
research and development practices and their impacts)

UNFPA is leveraging AI as a force for positive change, focusing on its potential to accelerate 
development goals. However, this is done with utmost focus on understanding the potential risks and 
bias exacerbating factors of AI. Several applications of AI a re transforming research, development 
practices, and service delivery, particularly in the areas of sexual and reproductive health and rights 
(SRHR)  and gender equality. For example: 

● UNFPA is strategically integrating AI across its corporate operations to enhance efficiency and
accelerate evidence -based decision -making. This includes the development of an internal,
corporate AI -based Knowledge Management Search Agent and the corporate -wide
integration of Google's Gemini AI into the UNFPA workspace. The organization is also piloting
the automation of Country Programme Documents and an AI -enabled Evidence Assistant for
Evaluation, designed to accelerate analytical synthesis and tailored evidence delivery, thereby
optimizing time and resources.

● The Safety Showcase: Re-imaging Gender in Technology is a global programme managed by
UNFPA in partnership with UK FCDO, Numun Fund and with the support of the eSafety
Commissioner of Australia. For its inaugural event, a global open call for submissions brought
in 104 applications from more than 50 countri es – a clear signal that innovation in this space
is alive and growing. Hosted during the 69th session of the Commission on the Status of
Women in March 2025, the event showcased seven products as leading examples of gender -
centred, safety -driven tech innovation. Entrepreneurs, designers, victim -survivor advocates
and policy leaders demonstrated how technology can be a force for empowerment, safe ty and
joy, while protecting the well -being and human rights of users everywhere. Products that were
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identified were a range of AI products designed with the needs of women and girls at the 
centre , inc luding prioritisation of safety, security and privacy principles  in compliance with the  
UNFPA Guidance on the Safe and Ethical Use of Technology to Address  GBV and HPs . 
Products  included: Zuzi AI, a  multilingual chatbot dedicated to supporting survivors  of GBV in 
South Africa; BullyID app, AI-powered tools  that provide profess ional counseling, legal a id, 
and reporting sys tems  to survivors  of technology-facilita ted GBV in Indones ia; and Lizzy, an 
AI-powered domes tic  abuse risk as sessment tool des igned to he lp  frontline  services  in 
Germany accurately assess  the risk of repeat violence and determine the need for support.  
Each of these products  are pioneering in the ir processes  of des ign which centred on gender 
without compromis ing on quality and security.  

● UNFPA Country Offices  have developed and deployed several AI-powered chatbots  to provide  
confidentia l, access ible , and personalized information to young people and communities . J us t 
Ask! in India, for example, is  an AI-driven digital p latform that has  processed over 2.2 million 
user queries  and reached over 140,000 users , providing expert-validated SRHR information 
and dispelling misconceptions . Similarly, the  Hayati Chatbot in South Sudan and SophiBot in 
Kenya provide confidentia l access  to SRHR and GBV information in contexts  with limited 
healthcare services . These initia tives  trans form information delivery by creating scalable, on-
demand, and non-judgmental p latforms  that reach a  s ignificant number of people. 

● AI is  being used to enhance health worker capacity and improve maternal health outcomes . 
The NeMa Smartbot in India, developed in partnership  with the Maternity Foundation, is  an AI 
tool integrated into a  mobile  app to provide real-time, evidence-based answers  on pregnancy 
and childbirth to midwives . This  tool, des igned for offline use on s imple smartphones , 
trans forms  a traditional research paper or training manual into an interactive, on-the-spot 
resource. Additionally, the  BabyChecker in Honduras  and Wes t Africa uses  AI-powered 
ultrasound technology to enable non-specialis ts  to conduct vita l prenatal scans , identifying 
potentia l risks  and increas ing access  to life-saving diagnos tics  in remote areas . 

 
 

2. What specific  challenges , bottlenecks , or failures  have you encountered in implementing AI 
and data  for science and innovation?  What are  the les sons  learned?  

 
While  the  potential of AI is  immense, UNFPA has  encountered several specific  challenges  in its  
implementation. For example: 

● A major bottleneck is  ensuring the privacy and security of sens itive user data , particularly when 
working with Large Language Models  (LLMs) and private  companies . UNFPA has  addressed 
this  by es tablishing formal agreements  with partners  to ensure all data  is  ring-fenced and not 
used for training their LLM models , thereby upholding organizational-wide privacy and security 
s tandards . 

● Skills  gaps  caused by the  extreme pace of the development of AI. In addition, the current 
experimental nature of AI development also c lashes  with the required approach in sens itive  
contexts  and in particular in UNFPA’s  mandate  area of population health and safety, creating 
a  barrier for rapid prototyping and deployment. 

● The drive towards  efficiencies  as  well as  increased coverage of programming, has  led to a 
proliferation of technologies  including AI products , not been accompanied with compliance  
with s tandards  including the UNFPA Guidance on the Safe and Ethical Use of Technology and 
the accompanying assessment sheets  which support des ign of AI based on the safety, 
security and privacy of users . Without a  sys tematic  approach to compliance, there is  a  risk 
that AI tools  could inadvertently reinforce s tereotypes  or expose users  to harmful content, 
particularly in sens itive areas  like  SRHR and gender-based violence. The  use of chat bots , for 
gender-based violence and SRHR, particularly for young people, may result in information 
which reinforces  s tereotypes  of the user or exposure of young people to targeted and harmful 
ad-tech, and requires  rigorous  training and res tric ted databases  versus  utilizing generative AI. 

 



3. Can you provide examples  of s trategies  or policy ins truments  to support AI and data  for 
science and innovation?  (Please describe how ethical cons iderations—such as  fairness , 
transparency, privacy, and accountability—are being incorporated and provide relevant details  
such as  links , budget, evaluation, or other information to characterize them) 
 

UNFPA employs  a  mix of s trategies  and policy ins truments  to support the safe and ethical integration 
of AI into its  work. For example: 

● The UNFPA Guidance on Safe and Ethical Use of Technology to Address  GBV and HPs  is  
des igned to support the des ign and deployment of technology that is  safe, secure and private . 
While  maintaining the highes t s tandards  for GBV programming in particular, the Guidance has  
applicability across  all tech including AI.  

● UNFPA’s  IT Strategy dedicates  a  specific  section to how to integrate  AI within UNFPA. UNFPA 
is  also updating the s trategy to encompass  the importance of horizon-scanning and fores ight 
thinking to make UNFPA as  a  whole more agile  in being able to uptake and adopt these 
technologies  safely, within an environment where the tech is  cons tantly evolving every day. 

● The Safety Showcase global program, managed by UNFPA in partnership with the UK FCDO 
and other organizations , is  a  policy ins trument for promoting ethical des ign. It acts  as  a  
platform to highlight leading examples  of gender-centered, safety-driven tech innovations , 
demons trating how ethical principles  can be integrated into the des ign and functionality of 
products  from the outset. 

 
 

4. Are you engaged in promoting open innovation or open data?  If not, why?  If yes , can you share 
specific  projects  and outcomes?  (Please provide relevant details  such as  links , budget, 
evaluation, or other information to characterize them) 

 
Yes , UNFPA is  a  s trong advocate for open innovation and, where appropriate , open data  to fos ter a 
collaborative and transparent development ecosys tem. For example: 

● The GenF Mentorship Programme is  a  regional initia tive developed by UNFPA in the Arab 
States  region and Startups  Without Borders . This  program involves  identifying and selecting 
women-led initia tives  and social bus inesses , matching them with local mentors  and female  
role  models , and organizing and delivering tailored mentorship thematic  sess ions . It 
specifically supports  social bus inesses  that address  UNFPA's  three Trans formative Results  
with l skills , mentorship, and opportunities , a iming for a  pos itive impact. 320 entrepreneurs  
applied to the program. 15 women-led s tartups  were selected to be mentored. It exemplifies  
open innovation by sourcing external ta lent and ideas  from women-led social bus inesses  and 
integrating external expertise  through diverse mentors  and s trategic  partnerships .  

● The Adolescent Girls  Social Practice Lab is  a  collaborative and experimenta l space, piloted in 
11 country offices  including 70 partic ipants , that brings  together diverse s takeholders , 
including experts  from government, adolescent and youth groups , c ivil society, academia, the  
private  sector, artis ts , and influencers . Its  primary purpose is  to tackle the complex socio-
economic and cultural barriers  that adolescent girls  encounter in the Arab region. This  initia tive  
is  des igned to fos ter innovation and generate  practical, human-centered solutions  through a 
s tructured process  of collaboration and des ign thinking. This  mechanism directly promotes  
open innovation by gathering diverse groups  to collec tively des ign solutions .  

● In projects  like TABOO in Colombia, UNFPA has  made its  collected data  publicly available  via  
a  dashboard and a  micros ite . This  promotes  open data  by allowing other researchers  and 
organizations  to access  and utilize the ins ights  gathered on SRHR myths  and mis conceptions , 
fos tering broader collaboration and reducing the duplication of efforts . 

 
 



5. Are you engaged in putting in place mechanisms  to fos ter collaboration around AI and data  
for science and innovation among different s takeholders  (e .g., univers ity-indus try, or private-
public)?  

 
UNFPA is  deeply engaged in fos tering collaboration around AI and data  for science and innovation 
among different s takeholders . UNFPA actively works  to create  public-private  collaborations . For 
example, The NeMa Smartbot was  a  partnership between UNFPA, a  private  foundation, and an AI 
s tartup. Similarly, projects  like the BabyChecker in Honduras  (with Delft Imaging) and SophiBot in 
Kenya (with Microsoft) demons trate  mechanisms  for bringing together governments , the  UN, and the  
private  sector to scale  health solutions . 
 
In addition, UNFPA’s  leadership in the Equity 2030 Alliance serves  as  a  model for multi-s takeholder 
collaboration, bringing together over 100 members  from academia, the private  sector, and civil society 
to create  a  collective force for gender equality by des ign in technology and finance, including AI 
development and data . 
 

6. Are you engaged in any bilateral, regional, or international partnership  aimed to fos ter AI for 
STI?  (Please describe the benefits  and challenges  of partic ipating in these partnerships )  

 
Yes , UNFPA partic ipates  in working groups  in support of implementation of the Global Digita l Compact 
including engagement around the sub groups  inc luding under Chapter 3 of the Pact (Inter-Agency 
Task Team on Science, Technology, and Innovation); GDC Obj 1 (Clos ing Digita l Divides ); GDC Obj 3 
(inclus ive, open, safe and secure digital space); Obj 4 (Working Group on da ta  governance); Obj 5 
(Governance of AI). Across  all working groups  UNFPA work to support the integration of gender as  
well as  ensuring safe and ethical des ign and use of technology as  a  primary mitigating factor for the  
perpetration of technology-facilita ted GBV.  
 

7. How can international cooperation enhance the use of AI and data  for science and innovation 
to support technological capacity building in your country?  In what ways  can the UN CSTD 
contribute to this  effort?  

 
International partners  can co-inves t in the development and implementation of ethical frameworks  and 
assessment tools , such as  the UNFPA Guidance, to ensure AI technologies  are  des igned with human 
rights  at the forefront with unders tanding of national contexts . By joining platforms  like the  Equity 2030 
Alliance, international partners  can help normalize gender-equitable  des ign as  a  bus iness  and 
development imperative, unlocking new markets  and attracting private  capital for social good, while  
ensuring these efforts  to be more targeted in the national contexts  for a more data-driven innovation 
ecosys tem to emerge. 
 
The UN CSTD can contribute to this  effort by serving as  a  global platform to share these successful 
models  and advocate for a  sys temic, miss ion-driven approach to AI policy, fos tering partnerships  
among diverse s takeholders  to accelerate  progress  on nationa l development challenges . 
 
 
Please indicate  contact person(s) respons ible  for projects /policies  and international collaboration in 
this  context in case we need clarification on the inputs . 
 
Please send your responses  and any further inputs  on the theme to the CSTD secretariat (cs td@un.org) 
by 31 August 2025 . We look forward to receiving your valuable inputs.  
 
Sincere regards, 
 
CSTD secretariat 


