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Austrian Strategy for Artificial Intelligence 

Artificial Intelligence Mission Austria 2030 – AIM AT 2030  

 

Austria is committed to a humane and socially acceptable development of artificial intelligence. 

Like all technologies, AI technology must be designed. We have to face this challenge 

proactively. 

Artificial Intelligence offers great opportunities for product innovation, especially in the service 

sector, where the lack of availability and scalability of expertise is a major innovation barrier. The 

possibilities for the development of new services based on AI are great. 

AI technologies such as learning systems offer a variety of applications in a variety of industries. 

In addition to the development of new products based on AI, their application will make a 

significant contribution to the economic dynamics of Austria. Therefore, promoting the diffusion 

of AI is an important area of politics. 

AI as a technology with far-reaching economic and social implications also touches on ethical 

issues. AI will significantly expand the knowledge of companies, authorities and individuals 

regarding political attitude, financial situation or the life expectancy of individuals. Therefore, the 

question arises as to how far unequal treatment on the basis of this knowledge is permitted. A 

second question is the degree of autonomy that we want to allow for AI-based systems. Who is 

responsible for the actions of these systems? These questions can only be answered in a broad 

social dialogue. 

Knowledge in dealing with AI systems is not only essential for experts. Digital skills for citizens 

are a prerequisite for a fearless and productive use of AI technologies and for social 

participation. AI competencies must therefore have their place in education and training at 

schools, in teaching and at universities. 

 

Foreseen measures 

 Creation of a trans-sectoral, coherent and comprehensive strategy with the aim of 

strengthening Artificial Intelligence research, industries and businesses in Austria 

acknowledging the specific requirements and circumstances of Austria.  

 The strategy focusses on impact-oriented, workable and financially feasible actions 

covering all areas of life.  

Timetable and details on implementation 

 January to April 2019: Identification of trends, dynamics and opportunities concerning AI 

in Austria 

 March to April 2019: Establishment of seven task forces and organisation of 14 expert 

workshops in order to identify possible action areas and options 

 May 2019: Stakeholder conference 

 June to August 2019: Drafting of strategy  



Estimated impacts of the measures 

 The strategy aims at setting the framework for a responsible use of AI in all areas of life – 

taking into account the specific circumstances of and opportunities for Austria’s society 
and economy 

 The strategy shall strengthen the competitiveness of Austrian AI stakeholders and 

industries by at the same time taking into account risks possibly arising for society.  

 The strategy shall also function as kick-off to further sectoral measures and actions. 

More information is available in Annex 1. 

 

In addition to the work being done at the national level, at the EU level, an independent high-

level expert group on artificial intelligence is working on ethics guidelines for trustworthy AI. 

More information is available in Annex 2. 

 

National Policy IT Didactics and eLearning 

Current status 

The Austrian school system has many years of experience in the field of IT didactics and 

eLearning. In this context many innovative projects and initiatives were piloted and, if successful, 

transferred to the entire school system. 

University Colleges of Teacher Education 

To support University Colleges of Teacher Education in the areas of ITE (Initial teacher education) 

and CPD (Continuous professional development) the Federal Ministry of Education, Science und 

Research has founded and continuously maintains the competence centre “University College of 
Virtual Teacher Education” (VPH). The VPH’s main goals are supporting all 14 University Colleges 
of Teacher Education in Austria in implementing their digitalisation strategies into their syllabi 

and teaching, improving the digital competencies of university lecturers and teachers and 

supporting eLearning initiatives instigated and run by the Ministry of Education, Science and 

Research. 

Digital Learning Resources 

In Austria the quality assurance of digital learning resources has been developed in cooperation 

with the University Colleges of Teacher Education. In Austria, the Federal Ministry of Education, 

Science and Research has developed quality standards for digital teaching materials. The quality 

standards are a guide for the development of digital teaching and learning materials including 

interactive digital textbooks. All providers of digital learning resources are required to adapt to 

these quality standards. 

School subject Digital Education – Basic Skills and Competencies 

The Austrian definition of digital competencies is based on the European key competence 

definition and DigComp framework 2.1 and is reflected in the new curriculum for the subject, 

'Digitale Grundbildung' (Digital Education – Basic Skills and Competencies). This subject 

encompasses digital literacy, media literacy and political literacy. Developing digital 

competencies enables pupils to select, reflect upon and apply suitable tools and methods for 



specific scenarios in an academic, professional and private context on the basis of a broad 

overview of current digital tools. The acquisition of competencies in the field of digital 

technologies is always done in a reflective way and also bears in mind the prerequisites and 

consequences, advantages and disadvantages and social effects of the use of technology. This 

new subject may also be integrated into other subjects with dedicated lessons instead of being 

offered as a separate subject. 

Digital Competence Model and Professional Development  

In Austria, digi.checkP was developed for teachers to assess their digital skills; particularly those 

related to the use of digital media in the classroom. The self-evaluation tool consists of two 

parts:  

1) self-assessment of competencies by competence area 

2) Multiple choice questions on all dimensions of digital competencies specified in the 

digi.kompP teacher digital competence framework 

The digital competence model digi.kompP provides a reference framework for teachers’ digital 
professional development from the entry to ITE until the end of the fifth year in the profession. 

The competence model digi.kompP provides eight areas of competence and indicates in which 

areas competencies should be acquired. Teachers are expected to progressively evolve from 

acquiring the basis of general digital competence before starting ITE, complete it during ITE with 

specific digital competencies including pedagogical use of technologies and enrich and update 

them through continuous professional development. To support the development of these 

competencies the University College of Virtual Teacher Education created the digi.folio-platform. 

digi.folio is used for the custom-made development of the digital skills of teachers, and is 

available to all students working towards a  teaching degree. However, it is aimed in particular at 

new teachers entering the service. 

Eight levels of development of digital competence are measured in digi.folio: 

 Digital literacy and education; 

 Digital living; 

 Developing digital materials; 

 Teaching and learning digitally; 

 Digitally teaching in the subject; 

 Digitally managing; 

 Digital school community; 

 Digital professional development. 

Competence Centre eEducation Austria 

Schools that want to actively address the importance of the topic of digital education are invited 

to become members of "eEducation Austria". Teachers from neighbouring 

eEducation.Expert.Schools and employees of the Competence Centre "eEducation Austria" 

accompany the school development process with training, individual advice for school 



development and appropriate materials. Therefore, “eEducation Austria” deals with the following 
areas: school digital development, teacher digital training, developing digital skills of pupils and 

pedagogical use of ICTs. 

School Development Strategies 

In Austria, motivating schools to develop their own digital strategy is the overall goal of the 

national digital strategy. However, this is not binding for schools. Rather, they are encouraged to 

take responsibility and recognize the need to actively tackle digitalization. Each school should 

therefore develop a concept to implement digital education in the best possible way to meet 

their needs and ideally including the following items: teaching digital competencies, pedagogical 

use of technology in the various subjects, optimizing infrastructure, collaboration and 

communication and teacher competencies and teacher training (CPD).  

Outlook 

Digitisation offers enormous potential for the education system. However, strategic planning 

guidelines are needed for the entire school system in order to derive the greatest benefit from 

the opportunities that arise. For this reason, the Federal Ministry of Education, Science and 

Research has now begun work on a master plan for digitisation in education. The aim is to 

gradually incorporate the changes resulting from ongoing digitisation into the Austrian 

education system on a step-by-step and, above all, nationwide basis. 

The master plan is divided into three major fields of action:  

 Field of action 1 "Pedagogy" – pedagogy, teaching and learning content:  

In the course of a fundamental revision of existing curricula, new teaching and learning 

content from the field of digitisation is to be systematically incorporated into the 

curricula. The aim is to map a comprehensive basic understanding of how to deal with 

new content in the curricula and to methodically and didactically take account of 

digitisation in all subjects in the sense of modern teaching.  

 

 Field of action 2 "Technology" – Infrastructure, modern IT management, modern 

school administration:  

The infrastructural equipment and the availability of mobile devices are to be brought to 

a uniform and comparable standard. The prerequisites should be created for the use of 

digital instruments and tools in schools throughout the country. School administration is 

to be simplified by modern applications.  

 

 Field of action 3 "Teachers" – further education and training:  

Digitisation, new ways of conveying content and ways of appropriating it should be 

systematically anchored in the training and continuing education of educators. 



Work on the master plan began in summer 2018; the plan itself is to be drawn up by the 

beginning of summer semester 2019 with the involvement of other ministries and partners and 

external experts. The aim is to implement the plan and the projects and measures contained 

therein by 2023.  

The Master Plan for Digitisation pursues the following objectives: 

 Innovation in methodology and didactics through pedagogical use of digital possibilities 

in teaching and learning 

 Promotion of digital competencies and knowledge as well as critical awareness raising in. 

all types of schools and school levels along clearly defined pedagogical guidelines 

 Increasing interest in technology and technology development, especially among girls 

 Reliable development of digital skills, competencies and knowledge necessary for a 

successful transition into the labour market. 

 Promotion of creative potential among pupils associated with digitisation and 

strengthening of talents  
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AIM AT 2030 
Artiicial Intelligence Mission Austria 2030

Die Zukunft der Künstlichen Intelligenz in Österreich gestalten 
  Shaping the Future of Artificial Intelligence in Austria



Künstliche Intelligenz  
verändert unser aller Leben

Artificial intelligence changes our lives

Künstliche Intelligenz (KI) umfasst Computersysteme, 

die intelligentes Verhalten zeigen. KI kann helfen, unser 

aller Leben zu verbessern. Bereits heute beeindrucken 

Anwendungen wie z.B. in der automatischen Übersetzung. 

Wir stehen aber erst am Beginn der Entwicklung: für die 

Zukunft sind viele weitere Innovationen zu erwarten.

Artiicial intelligence (AI) comprises computer systems that  

exhibit intelligent behaviour. AI can help to improve all 

our lives. Already today, there are impressive applications 

such as in automatic translation. But we are only at the 

beginning of development: many more innovations are 

expected for the future.



Was ist heute möglich, was wird gemacht?
 What is possible today, what is being done?

Systeme auf Grundlage von Künstlicher Intelligenz analy-

sieren ihre Umwelt und handeln autonom, um bestimmte 

Ziele zu erreichen. Sie funktionieren durch von Experten 

erstelltes Regelwissen oder auf der Basis von aus Daten 

abgeleiteten statistischen Modellen (Maschinenlernen 

oder Deep Learning). KI beinhaltet sowohl reine Software-

systeme, die in virtuellen Umgebungen Aktionen setzen, 

als auch Hardware wie zum Beispiel Roboter. 

Die Anwendungsgebiete von KI sind vielfältig. Sie reichen  

von Systemen, die menschliche Sprache verstehen (z.B. 

automatische Übersetzer) über Programme, die visuelle  

Information analysieren (z.B. beim autonomen Fahren), 

Suchmaschinen, bis hin zu Systemen, die aus Daten 

Schlussfolgerungen ableiten. Dazu gehören auch Assis-

tenz- und Beratungsprogramme oder autonome Robo-

ter und Fahrzeuge. Häuig sind KI-Systeme integrierter 

Bestandteil anderer technischer Systeme, z.B. im KFZ.

Systems based on artiicial intelligence analyse their envir-

onment and autonomously act to achieve certain goals. 

They work through expert-generated rule knowledge or 

based on data-derived statistical models (machine learn-

ing or deep learning). AI includes both pure software sys-

tems that set actions in virtual environments and hard-

ware such as robots.

The application areas of AI are manifold. They range 

from systems that understand human language (such as 

automatic translators) to programs that analyse visual 

informations (for example, in autonomous driving), search 

engines, to systems that derive conclusions from data. 

This also includes assistance and consulting programs or 

autonomous robots and vehicles. Frequently, AI systems 

are an integral part of other technical systems, e.g. in the 

car.

KI umfasst Methoden, die Maschinen in die Lage versetzt, ihre Umwelt ähnlich wie Menschen 
aufzunehmen, Situationen zu verstehen und Handlungen in der Umwelt zu setzen.

AI includes methods that enable machines to interpret their environment in a similar way  

to humans, to understand situations, and to act in the environment.

WAHRNEHMEN
Perception

3 Maschinelles Sehen
 Machine vision

3 Audioverarbeitung
 Audio processing

3 Sensorik
 Sensors

VERSTEHEN
Understanding

3 Natürliche Sprache
 Natural language

3 Texte analysieren
 Text analysis

3 Übersetzen und interpretieren
 Translation and interpretation

3 Lernen aus Daten
 Learning from data

HANDELN
Action

3 Suche/Optimierung
 Search / Optimisation

3 Entscheidungen vorbereiten
 Prepare decisions

3 Autonomes Verhalten
 Autonomous behaviour

3 Voraussagen trefen
 Making predictions



Anwendungsgebiete von KI
 Application areas of AI

KI-Systeme sind in den letzten Jahren wesentlich leis-

tungsfähiger geworden: durch die zunehmende Digitali-

sierung (Miniaturisierung, Sensorik, Vernetzung) ist die 

Verfügbarkeit von Daten stark gestiegen. 

Parallel dazu sind die Kosten für Datenspeicherung und 

Rechenleistung stark gefallen. Darüber hinaus gibt es 

heute eine Reihe an robusten und daher relativ leicht 

einsetz baren KI-Methoden, die zum Teil auch als Internet- 

Service (Cloud) verfügbar sind und so einfach zugänglich 

sind. 

AI systems have become much more eicient in recent 

years: due to increasing digitisation (miniaturisation, 

sensor technology, networking), the availability of data 

has risen sharply.

At the same time, the costs of data storage and processing 

power have fallen dramatically. Moreover, today there are 

a number of robust and therefore relatively easy-to-use AI 

methods, some of which are also available as an Internet 

service (Cloud service) and are thus easily accessible.

Sprachassistenten
 Language assistants 

Chatbots, Auskunftssysteme
Chatbots, information systems

Beratungssysteme
 Advisory systems 

Medizinische Unterstützung, 
Industrielle Wartung 
Medical support, Industrial maintenance

Bildanalyse
 Image analysis 

Fehlererkennung in der Produktion
Error detection in production

Spiele
 Games 

Künstliche Spielcharaktere, Gestenerkennung 
Artificial game characters, 
gesture recognition

Lernen
 Learning 

Intelligente Lernumgebungen 
Smart tutoring systems

Automatische Übersetzung
 Automatic translation 

Textübersetzung, gesprochene Sprache 
Text translation, spoken language

Adaptive Steuerungen
 Adaptive control 

Selbstlernende Industrieanlagen 
Self-learning industrial plants

Videoerkennung
 Video detection 

Handlungserkennung in Videodaten 
Action recognition in video data

Roboterchirurgie
 Robotic surgery 

Tumorentfernung, 
Orthopädische Fräsroboter 
Tumour removal, orthopaedic milling robots

Autonomes Fahren
 Autonomous driving 

Selbstfahrende Transportroboter,  
autonome Linienbusse 
Self-driving transport robots,  
autonomous buses 



An diesen KI-Innovationen wird gearbeitet
 Work is underway on these AI innovations

3 Intelligente Lehrsysteme (smart tutoring), die sich 

auf Wissensstand und Bedürfnisse der Lernenden 

einstellen und diese individuell unterstützen und 

fordern

3 Vollständig autonomes Fahren bei Zügen und 

Robotertaxis – auch bei Schlechtwetter oder im 

dichten Verkehr

3 Universalübersetzer, die in Echtzeit gesprochene 

Sprache übersetzen können

3 KI-gestützte Sicherheitssysteme für EDV-Anlagen 

3 KI im Rechtswesen, um z.B. Prognosen für Verfahren 

abzugeben oder große Portfolios an geistigem 

Eigentum zu analysieren

3 Computer, die menschliche Mimik interpretieren  

und darauf reagieren können

3 Nahtlose Mensch-Roboter Interaktion in der  

Produktion 

3 KI-Medizinsysteme, die bei der Interpretation von 

Röntgenaufnahmen und bei der Zusammenstellung 

komplexer Therapien (z.B. Wechselwirkungen von 

Medikamenten) unterstützen. 

3 KI-Medizinsysteme zur Unterstützung der Auswahl  

von Krebstherapien

3 KI-Systeme, die Konsumentinnen und Konsumenten  

bei rechtlichen Entscheidungen beraten

3 Intelligent tutoring systems (smart tutoring), which 

adjust to the level of knowledge and needs of learners 

and individually support and challenge them

3 Fully autonomous driving on trains and robotic taxis - 

even in bad weather or in heavy traic

3 Universal translators that can translate spoken 

language in real time

3 AI-based security systems for computer systems

3 AI in the legal ield, for example forecasting of trial 

outcomes or analysis of large portfolios of intellectual 

property

3 Computers that can interpret and respond to human 

facial expressions

3 Seamless human-robot interaction in production

3 AI medical systems that assist in the interpretation 

of radiographs and in the compilation of complex 

therapies (e.g., drug interactions).

3 AI medical systems to support the selection of  

cancer therapies

3 AI systems that advise consumers on legal decisions

Österreich bekennt sich zu einer menschengerechten und gemeinwohlorientierten 
Weiterentwicklung von Künstlicher Intelligenz. Wie alle Technologien muss auch 

KI-Technologie gestaltet werden. Dieser Herausforderung müssen wir uns aktiv stellen.

Austria is committed to a humane and socially acceptable development  
of artiicial intelligence. Like all technologies, AI technology must be designed.  

We have to face this challenge proactively.



Wirtschaftsfaktor KI
 Economic factor AI

KI bietet vielfältige Chancen in nahezu allen Branchen der 

Wirtschaft. KI kann helfen, die Informationsgewinnung zu 

automatisieren und Entscheidungen vorzubereiten oder 

sogar automatisch zu trefen. Hier bietet sich ein enor-

mes Potenzial für Produktivitätssteigerungen: kognitive 

Routinetätigkeiten, wo wiederholt regelbasierte Ent-

scheidungen auf Grundlage ähnlich strukturierter Daten 

getrofen werden, sind in der Wirtschaft weit verbreitet. 

Typische Tätigkeiten sind etwa Terminvereinbarungen, 

Buchhaltung, Planungsaufgaben, Kontrollen, Schadens-

fälle bei Versicherungen etc.

Verschiedene Beobachter warnen deshalb vor möglichen 

negativen Auswirkungen von KI auf die Beschäftigung. 

Sicher ist, dass sich das Tätigkeitsproil vieler Arbeits-

plätze in der Administration von Unternehmen, bei Selbst-

ständigen, aber auch in der öfentlichen Verwaltung durch 

KI deutlich ändern wird. 

KI bietet aber auch große Chancen für Produktinnovatio-

nen, vor allem im Dienstleistungssektor, wo die mangelnde 

Verfügbarkeit und Skalierbarkeit von Expertenwissen ein 

wesentliches Innovationshemmnis ist. Die Möglichkeiten 

für die Entwicklung neuer Dienstleistungen auf Basis von 

KI sind groß. 

KI-Technologien wie z.B. lernende Systeme bieten viel-

fältige Anwendungsmöglichkeiten in einer Reihe von 

Branchen. Neben der Entwicklung neuer Produkte auf 

Basis von KI wird von der Anwendung ein wesentlicher 

Beitrag zur wirtschaftlichen Dynamik Österreichs ausge-

hen. Deshalb ist die Förderung der Difusion von KI ein 

wichtiges politisches Handlungsfeld.

Schätzung des zusätzlichen jährlichen Wachstums der Wertschöpfung durch KI auf Branchenebene bis 2035 
Quelle: VDI/VDE 2018 nach Purdy und Daugherty 2017

Additional annual growth of value added related to KI at sectoral level until 2035 

Source: VDI/VDE 2018, Purdy and Daugherty 2017 

Erzeugung von Waren

Land- und Forstwirtschaft, Fischerei

Finanz- und Versicherungsdienstleistungen

Groß- und Einzelhandel

Beherbergung und Gastronomie

Energie- und Wasserver- und entsorgung

Verkehr und Logistik

Informations- und Kommunikationsdienste

2,3 %

2,1 %

2,0 %

1,9 %

1,8 %

1,7 %

1,5 %

1,4 %

Öffentliche Dienstleistungen

Kunst, Unterhaltung und Erholung

1,4 %

1,2 %

Gesundheitswesen

Sozialwesen

Bau

1,2 %

1,2 %

1,1 %

Sonstige Dienstleistungen

Erziehung und Unterricht

Manufacturing

Agriculture, forestry and fishing

Financial and insurance activities

Wholesale and retail trade

Accommodation and food service activities

Energy, water supply and sewerage

Transportation and logistics

Information and communication services

Public services

Arts, entertainment and recreation

Human health activities

Residential care, social activities

Construction 

Other service activities

Education

1,0 %

0,7 %



KI ofers many opportunities in almost all sectors of the 

economy. AI can help automate information gathering and 

prepare decisions, or even make decisions automatically. 

There is tremendous potential for productivity gains here: 

cognitive routine activities, where repeated rule-based 

decisions are made based on similarly structured data, 

are widely used in the economy. Typical activities include 

appointments, bookkeeping, planning tasks, inspections, 

insurance claims, etc.

Several observers therefore warn about possible negative 

impacts of AI on employment. It is certain that the job 

proile of many jobs in the administration of companies, 

of self-employed people, but also in public administration 

will change signiicantly due to AI.

However, AI also ofers great opportunities for product 

innovation, especially in the service sector, where the lack 

of availability and scalability of expertise is a major innov-

ation barrier. The possibilities for the development of new 

services based on AI are great.

AI technologies such as learning systems ofer a variety 

of applications in a variety of industries. In addition to the 

development of new products based on AI, their applica-

tion will make a signiicant contribution to the economic 

dynamics of Austria. Therefore, promoting the difusion of 

AI is an important area of politics.

KI und Ethik
 AI and ethics

KI als Technologie mit weitreichenden Auswirkungen auf 

Wirtschaft und Gesellschaft berührt auch ethische Fra-

gen. KI wird das Wissen von Unternehmen, Behörden 

und Individuen über die politische Einstellung, inanzielle 

Situation bis hin zur Lebenserwartung einzelner Personen 

wesentlich erweitern. Es stellt sich die Frage, inwieweit 

eine Ungleichbehandlung auf Grundlage dieses Wissens 

zulässig ist. Eine zweite Frage ist der Grad an Autonomie, 

den wir KI-basierten Systemen zugestehen wollen. Wer ist 

verantwortlich für die Handlungen dieser Systeme? Diese 

Fragen können nur in einem breiten gesellschaftlichen 

Dialog beantwortet werden.

AI as a technology with far-reaching economic and social 

implications also touches on ethical issues. KI will signi-

icantly expand the knowledge of companies, authorit-

ies and individuals regarding political attitude, inancial 

situation or the life expectancy of individuals. Therefore, 

the question arises as to how far unequal treatment on 

the basis of this knowledge is permitted. A second ques-

tion is the degree of autonomy that we want to allow for 

AI-based systems. Who is responsible for the actions of 

these systems? These questions can only be answered in 

a broad social dialogue.



IKT der Zukunft

Produktion der Zukunft

Mobilität der Zukunft

Energie der Zukunft

KIRAS

Smart Cities

TAKE OFF

Leuchttürme eMobilität

beneit

sonstige FFG-TP 

Energieforschung (e!MISSION)

Seed- und 
PreSeed-Financing

EIP

ASAP

sonstige FFG-SP

Research Studios Austria

FoKo

COIN

COMET

sonstige FFG-BP

BRIDGE

Frontrunner

CD-Labore und 
Ressel-Zentren

FFG Thematische Programme

FFG Europäische und Internationale Programme

FFG Basisprogramme

Austria Wirtschaftsservice Gesellschaft

FFG Strukturprogramme

Christian Doppler Forschungsgesellschaft

FFG Agentur für Luft- und Raumfahrt

BASIS

KI in Österreich
 AI in Austria

Forschung zu Künstlicher Intelligenz hat in Österreich eine 

sehr lange Tradition.  Zu den traditionellen Schwerpunkten 

gehören logische Systeme und wissensbasierte Ansätze, 

neuronale Netze, Robotik und sprachverstehende Sys-

teme. Neue Schwerpunkte haben sich auf dem Gebiet 

Produktion und Industrie 4.0 gebildet, z.B. für voraus-

schauende Wartung. Der Bund förderte diese Forschung 

zwischen 2012 und 2017 mit insgesamt 349,9 Mio. EUR. 

Österreichs Unternehmen verfügen über eine gute Basis 

für die erfolgreiche Entwicklung und den innovativen 

Einsatz von KI. Vor allem produzierende Unternehmen 

können von der Flexibilität von KI-Systemen proitieren 

und in Industrie 4.0-Systeme integrieren (z.B. Automobil-

zulieferindustrie). Die zunehmende Digitalisierung bietet 

aber auch vielfältige Einsatzmöglichkeiten außerhalb der 

Produktion – von Marketing und Kundenbetreuung bis zur 

Buchhaltung. KI im Dienstleistungssektor gilt als einer der 

vielversprechendsten Wachstumsfelder, etwa bei Banken, 

Versicherungen oder Beratungsdienstleistungen.

Unternehmen in Österreich gehören sowohl zu den 

Entwicklern als auch zu den Anwendern innovativer 

KI-Technologien.

Förderung von KI-Forschung in Programmen des Bundes zwischen 2012 und 2017
Public funding for AI research in federal programmes between 2012 and 2017



Research on artiicial intelligence has a very long tradi-

tion in Austria. Traditional focus topics include logical sys-

tems and knowledge-based approaches, neural networks, 

robotics and language-understanding systems. New focus 

areas have been formed in the ield of production and 

industry 4.0, e.g. for predictive maintenance. Public fund-

ing at federal level for AI research totalled to EUR 349.9 

million between 2012 and 2017.

Austria‘s companies start from a solid basis for the suc-

cessful development and innovative use of AI. Manufac-

turing companies, in particular, can beneit from the lex-

ibility of AI systems and integrate them into Industry 4.0 

systems (e.g., in the automotive supply industry). In addi-

tion, the increasing digitisation also ofers a wide range 

of application possibilities outside of production - from 

marketing and customer care to bookkeeping. AI in the 

services sector is one of the most promising growth areas, 

such as in banks, insurances or consulting services.

Companies in Austria belong both to the developers and 

to the users of innovative AI technologies.

Beispiele für KI aus Österreich
 Examples of AI from Austria

3 Suche in radiologischen Bilddatenbanken

3 Medienmonitoring durch automatische 

Spracherkennung

3 Automatisches Zusammenfassen von Dokumenten 

und Nachrichtentexten

3 Automatische Erkennung von Haut- und 

Netzhauterkrankungen

3 Selbstlernende Software für Buchhaltung und 

Rechnungsmanagement

3 Automatische Auditsysteme zur Verbesserung der 

Compliance

3 Intelligente Verkaufsplattformen für den Vertrieb

3 Expertensysteme für automationsunterstützten 

telefonischen Kundenservice

3 KI und Sprachverstehen als intelligenter 

automatischer Lehrer für fremde Sprachen

3 Automatische Übersetzung

3 Intelligente Stundenplanung

3 Logistikplanung & -optimierung

3 Elektronische Passkontrolle

3 Betrugserkennung

3 Automatische Musikklassiikation und 

Musikempfehlung

3 Roboter für die textile Gestaltung

3 Search in radiological image databases

3 Media monitoring through automatic speech 

recognition

3 Automatic summary of documents and  

message texts

3 Automatic detection of skin and retinal 

diseases

3 Self-learning software for accounting and  

billing management

3 Automatic audit systems to improve compliance

3 Intelligent sales platforms

3 Expert systems for automated telephone 

customer service

3 AI and language comprehension  

as an intelligent automatic teacher for  

foreign languages

3 Automatic translation

3 Intelligent scheduling

3 Logistics planning & optimisation

3 Electronic passport control

3 Fraud Detection

3 Automatic music classiication and  

music recommendation

3 Robots for textile design



Zukunftsfelder für die Politik
 Future fields for politics

INFRASTRUKTUR FÜR INDUSTRIELLE FÜHRUNGSPOSITIONEN 
INFRASTRUCTURE FOR INDUSTRIAL LEADERSHIP

FORSCHUNG UND INNOVATION
RESEARCH AND INNOVATION

QUALIFIZIERUNG UND AUSBILDUNG
QUALIFICATION AND TRAINING

KI IM ÖFFENTLICHEN SEKTOR
AI IN THE PUBLIC SECTOR

KI-GOVERNANCE, SICHERHEIT UND RECHT
AI GOVERNANCE, SECURITY AND LAW

KI IN DER WIRTSCHAFT
AI IN THE ECONOMY

GESELLSCHAFT, ETHIK UND ARBEITSMARKT
SOCIETY, ETHICS AND LABOUR MARKET

Um den Nutzen für Bürgerinnen und Bürger aus KI zu maximieren, wird die 

österreichische Politik in verschiedene Zukunftsfelder investieren.

To maximise the beneits for AI citizens, the Austrian politics will invest  

in various future ields.



FORSCHUNG UND INNOVATION 

Österreich braucht exzellente KI-Forschung, um von der internationalen technologischen Entwick-
lung zu proitieren und eine breite Wissensbasis zu schafen, die die Grundlage für spätere Anwen-

dungen ist. Trotz der Fortschritte besteht bei KI-Technologien weiter großer Forschungsbedarf, von 
der Grundlagenforschung bis hin zu vielen Schnittstellenthemen, etwa bei KI-Anwendungen in Unter-

nehmen. Die KI-Forschung an österreichischen Hochschulen und in Unternehmen ist daher ein wichtiges 
Handlungsfeld.

Der Forschung kommt außerdem eine wichtige Rolle für die Ausbildung zu. Österreich muss in der Lage 
sein, KI-Technologien innovativ einzusetzen. Dazu benötigt es ausgebildete Expertinnen und Experten, die 

idealerweise durch eigene Projekte an Universitäten und Fachhochschulen den Stand der Forschung in KI ken-
nengelernt haben. Neben dem technischen Wissen sollten diese Fachkräfte idealerweise auch über Kenntnisse 

der wirtschaftlichen Anwendungsfelder verfügen.

RESEARCH AND INNOVATION 

Austria needs excellent AI research in order to beneit from international technological development 
and to create a broad domestic knowledge base, which is the foundation for later applications. Despite 

the advances, AI technologies continue to require a great deal of research, from basic research to many 
interface topics, such as in enterprise AI applications. AI research at Austrian universities and in compan-

ies is therefore an important ield of action.

Research also plays an important role in education. Austria needs to be able to innovate using AI technolo-
gies. This requires trained experts who have ideally come to know the state of research in AI through their own 

projects at universities and technical colleges. In addition to technical knowledge, these professionals should 
ideally also have knowledge of the economic application ields.



QUALIFIZIERUNG UND AUSBILDUNG

Kenntnisse im Umgang mit KI-Systemen sind nicht nur für Expertinnen und Experten unerlässlich. Digi-
tale Kompetenzen für Bürgerinnen und Bürger sind eine Voraussetzung für einen angstfreien und produk-

tiven Umgang mit KI-Technologien und für gesellschaftliche Teilhabe.

KI-Kompetenzen müssen deshalb ihren Platz in Aus- und Weiterbildung an den Schulen, in Lehre und an den 
Universitäten haben. KI kann dabei Lernende und Lehrende unterstützen und helfen, das Lernen efektiver 

und spannender zu machen. KI wird auch Teile des Wissens und der Kompetenzen, die derzeit im Mittelpunkt 
der schulischen Ausbildung stehen, obsolet machen. Es braucht deshalb eine Diskussion, wie das Schulsystem 

auf die Veränderungen durch KI reagieren soll.

QUALIFICATION AND TRAINING

Knowledge in dealing with AI systems is not only essential for experts. Digital skills for citizens are a 
prerequisite for a fearless and productive use of AI technologies and for social participation.

AI competencies must therefore have their place in education and training at schools, in teaching
and at universities. AI can help learners and educators to make learning more efective and exciting. AI 

will also render obsolete some of the knowledge and competences that are currently the focus of scholastic 
education. It therefore needs a discussion on how the school system should respond to the changes induced 

by AI.

 
 

KI IM ÖFFENTLICHEN SEKTOR

In vielen Teilen der öfentlichen Verwaltung, von der Finanzverwaltung bis zu Sicherheit, kann KI helfen, 
Abläufe zu optimieren, z.B. durch Plausibilitätsprüfungen. KI kann helfen, neue Dienste für Bürgerinnen und 

Bürger zu schafen. Die öfentliche Hand kann die Verbreitung von KI und ihren Einsatz in der Wirtschaft als 
Erstanwender fördern und so Nutzen für Bürgerinnen, Bürger und Unternehmen schafen, z.B. bei e-government.

AI IN THE PUBLIC SECTOR

In many parts of public administration, from inancial management to security, AI can help streamline oper-
ations, e.g. through plausibility checks. AI can help create new services for citizens. The public sector can 

promote the dissemination of AI and its use in business as irst-time adopters, thus creating beneits for citizens 
and the economy, e.g. in e-government.



KI IN DER WIRTSCHAFT

KI wird neue Möglichkeiten für Produkt- und Prozessinnovationen in beinahe allen Branchen des 
Unternehmenssektors schafen. Neue Technologien sind aber auch oft mit hohen Kosten  für Investitio-

nen und neues Wissen verbunden, was für den Einsatz von KI in kleinen und mittleren Unternehmen eine 
Herausforderung darstellen kann. 

KI erfordert neben Kenntnissen der technologischen Grundlagen auch Flexibilität und die Bereitschaft, 
Neues zu versuchen. Die Förderung von KI-basierten Gründungen kann ein efektives Mittel der Difusionsför-

derung sein. Etablierte Unternehmen, die auf KI setzen, müssen sich möglicherweise von Geschäftsmodellen 
verabschieden, mit denen sie in der Vergangenheit erfolgreich waren. Handlungsfelder betrefen Fragen der 

Standardisierung, des Datenschutzes und des Zugangs zu Daten.

AI IN THE ECONOMY

AI will create new opportunities for product and process innovation in almost every branch of the cor-
porate sector. But new technologies are also often associated with high investment and knowledge costs, 

which can be challenging for the use of AI in small and medium-sized businesses.

In addition to knowledge of the technological basics, AI requires lexibility and the willingness to try new 
things. The promotion of AI-based foundations can be an efective means of promoting difusion. Established 

companies that rely on AI may have to abandon business models that have been successful in the past. Fields 
of action concern issues of standardisation, data protection and access to data.

INFRASTRUKTUR FÜR INDUSTRIELLE FÜHRUNGSPOSITIONEN

Eine hochwertige digitale Infrastruktur ist eine wichtige Voraussetzung für den innovativen Einsatz von KI. 
Dazu gehören eine gute Dateninfrastruktur, gut ausgebaute Breitbandverbindungen und 5G-Netze sowie hoch-

performante Computersysteme. Dazu gehören aber auch die Infrastruktur im Bereich des Transportwesens, der 
Energie sowie ein modernes, interoperables Gesundheitssystem. 

INFRASTRUCTURE FOR INDUSTRIAL LEADERSHIP

A high-quality digital infrastructure is an important prerequisite for the innovative use of AI. These include 
good data infrastructure, well-developed broadband connections and 5G networks, as well as high-perform-

ance computer systems. This also includes infrastructure in the ield of transport, energy and a modern, inter-
operable health system.



SOCIETY, ETHICS AND LABOUR MARKET

AI will have a big impact on the labour market and society. Diferent professions will change radically 
or even become redundant. The socially responsible and value-oriented further development of AI will be 

supported by a broad societal discussion. Such a dialogue can invalidate reservations that may oppose the 
dissemination of AI and help to secure beneits for broad layers of the population. In addition to scientiically 

substantiated information, ethical questions and social principles must also be the content of such a dia-
logue. Political, civil society, science, business and art representatives can make essential contributions to this  

dialogue.

GESELLSCHAFT, ETHIK UND ARBEITSMARKT

KI wird große Auswirkungen auf Arbeitsmarkt und Gesellschaft haben. Verschiedene Berufe werden sich 
radikal verändern oder sogar überlüssig werden. Die sozial verträgliche und wertorientierte Weiterent-

wicklung von KI wird durch eine breite gesellschaftliche Diskussion unterstützt. Ein solcher Dialog kann
Vorbehalte, die der Verbreitung von KI entgegenstehen können, entkräften und helfen, den Nutzen für breite 

Schichten der Bevölkerung zu sichern. Neben wissenschaftlich abgesicherter Information müssen auch ethi-
sche Fragen und soziale Prinzipien Inhalt eines solchen Dialogs sein. Vertreterinnen und Vertreter von Politik,

Zivil gesellschaft, Wissenschaft, Wirtschaft und Kunst können zu diesem Dialog wertvolle Beiträge leisten.

 

 

KI-GOVERNANCE, SICHERHEIT UND RECHT

Rechtliche Unsicherheit kann die Verbreitung von KI verzögern, etwa wenn Unklarheiten beim 
Eigentum an Daten, beim Datenschutz im Zusammenhang mit KI-Anwendungen in der Cloud oder im 

Zusammenhang mit dem autonomen Fahren entstehen.

Um sicherzustellen, dass KI breite Verbreitung indet, muss die Politik diese Unsicherheit reduzieren. KI 
muss durch klare Regeln für Unternehmen, Staat und Bürger möglichst sicher, transparent und zuverlässig 

sein. Ein stabiler regulatorischer Rahmen kann wesentlich zu einem positiven Investitionsklima für KI bei-
tragen. Dies betrit viele Bereiche des Technikrechts – vom Datenschutz bis zur Produkthaftung. Nationale 

Alleingänge und Sonderregelungen scheinen aufgrund des globalen Charakters der Technologie wenig ziel-
führend. Die europäische und internationale Zusammenarbeit spielt bei der Governance von KI eine besonders 

wichtige Rolle, z.B. im entstehenden europäischen Digitalen Binnenmarkt.

AI GOVERNANCE, SECURITY AND LAW

Legal uncertainty may delay the dissemination of AI, for example, where there is a lack of clarity 
about data ownership, data protection related to AI applications in the cloud, or in the context of 

autonomous driving.

To ensure that AI is widely disseminated, policymakers must reduce this uncertainty. AI must be as safe, 
transparent and reliable as possible through clear rules for companies, governments and citizens. A stable 

regulatory framework can signiicantly contribute to a positive investment climate for AI. This concerns  
many areas of technology law - from data protection to product liability. National unilateral actions and 

special regulations seem less efective due to the global nature of technology. European and international 
cooperation plays a particularly important role in the governance of AI, e.g. in the emerging European Digital 

Single Market.
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This document was written by the High-Level Expert Group on AI (AI HLEG). The members of the AI HLEG 

named in this document support the overall  framework for Trustworthy AI put forward in these Guidelines, 

although they do not necessarily agree with every single statement in the document.  
 

The Trustworthy AI assessment l ist presented in Chapter III of this document will  undergo a piloting phase by 

stakeholders to gather practical feedback. A revised version of the assessment l ist, taking into account the 

feedback gathered through the piloting phase, will  be presented to the European Commission in early 2020. 
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EXECUTIVE SUMMARY 

The aim of the Guidelines is to promote Trustworthy AI. Trustworthy AI has three components, which should be 

met throughout the system's entire l ife cycle: (1) it should be lawful, complying with all  applicable laws and 

regulations (2) it should be ethical, ensuring adherence to ethical principles and values and (3) it should be robust, 

both from a technical and social perspective since, even with good intentions, AI systems can cause unintentional 

harm. Each component in itself is necessary but not sufficient for the achievement of Trustworthy AI. Ideally, all  

three components work in harmony and overlap in their operation. If, in practice, tensions arise between these 

components, society should endeavour to align them.  

These Guidelines set out a framework for achieving Trustworthy AI. The framework does not explicitly deal with 

Trustworthy AI͛s first component (lawful AI).
1
 Instead, it aims to offer guidance on the second and third 

components: fostering and securing ethical and robust AI. Addressed to all  stakeholders, these Guidelines seek to go 

beyond a l ist of ethical principles, by providing guidance on how such principles can be operationalised in socio-

technical systems. Guidance is provided in three layers of abstraction, from the most abstract in Chapter I to the 

most concrete in Chapter III , closing with examples of opportunities and critical concerns raised by AI  systems. 

I. Based on an approach founded on fundamental rights, Chapter I identifies the ethical principles and their 

correlated values that must be respected in the development, deployment and use of AI systems.  

Key guidance derived from Chapter I: 

 Develop, deploy and use AI systems in a way that adheres to the ethical principles of: respect for human 

autonomy, prevention of harm, fairness and explicability. Acknowledge and address the potential tensions 

between these principles.  

 Pay particular attention to situations involving more vulnerable groups such as children, persons with 

disabilities and others that have historically been disadvantaged or are at risk of exclusion, and to situations 

which are characterised by asymmetries of power or information, such as between employers and workers, 

or between businesses and consumers.
2
 

 Acknowledge that, while bringing substantial  benefits to individuals and society, AI systems also pose 

certain risks and may have a negative impact, including impacts which may be difficult to anticipate, 

identify or measure (e.g. on democracy, the rule of law and distributive justice, or on the human mind 

itself.) Adopt adequate measures to mitigate these risks when appropriate, and proportionately to the 

magnitude of the risk. 

II. Drawing upon Chapter I , Chapter II provides guidance on how Trustworthy AI can be realised, by l isting seven 

requirements that AI systems should meet. Both technical and non-technical methods can be used for their 

implementation.  

Key guidance derived from Chapter II: 

 Ensure that the development, deployment and use of AI systems meets the seven key requirements for 

Trustworthy AI: (1) human agency and oversight, (2) technical robustness and safety, (3) privacy and data 

governance, (4) transparency, (5) diversity, non-discrimination and fairness, (6) environmental and societal 

well-being and (7) accountability.  

 Consider technical and non-technical methods to ensure the implementation of those requirements.  

                                                                 
1  

All normative statements in this document aim to reflect guidance towards achieving the second and third component of 

trustworthy AI (ethical and robust AI). These statements are hence not meant to provide legal advice or to offer guidance on 

compliance with applicable laws, though it is acknowledged that many of these statements are to some extent already reflected 

in existing laws. In this regard, see §21 and following.  
2
  See articles 24 to 27 of the Charter of Fundamental Rights of the EU (EU Charter), dealing with the rights of the child and t he 

eldeƌlǇ, the iŶtegƌatioŶ of peƌsoŶs ǁith disaďilities aŶd ǁoƌkeƌs͛ ƌights. “ee also aƌtiĐle ϯϴ dealiŶg ǁith ĐoŶsuŵeƌ pƌoteĐti on.  
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 Foster research and innovation to help assess AI systems and to further the achievement of the 

requirements; disseminate results and open questions to the wider public, and systematically train a new 

generation of experts in AI ethics. 

 Communicate, in a clear and proactive manner, information to stakeholders about the AI sǇsteŵ͛s 
capabilities and limitations , enabling realistic expectation setting, and about the manner in which the 

requirements are implemented. Be transparent about the fact that they are dealing with an AI system. 

 Facil itate the traceability and auditabil ity of AI systems, particularly in critical contexts or situations.  

 Involve stakeholders throughout the AI system͛s l ife ĐǇĐle. Foster training and education so that all  

stakeholders are aware of and trained in Trustworthy AI. 

 Be mindful that there might be fundamental tensions between different principles and requirements . 

Continuously identify, evaluate, document and communicate these trade-offs and their solutions. 

III. Chapter III provides a concrete and non-exhaustive Trustworthy AI assessment l ist aimed at operationalis ing 

the key requirements set out in Chapter II . This assessment list wil l  need to be tailored to the specific use case 

of the AI system.
3
  

Key guidance derived from Chapter III: 

 Adopt a Trustworthy AI assessment l ist when developing, deploying or using AI  systems, and adapt it to the 

specific use case in which the system is being applied.  

 Keep in mind that such an assessment l ist will  never be exhaustive. Ensuring Trustworthy AI is not about 

ticking boxes, but about continuously identifying and implementing requirements, evaluating solutions, 

ensuring improved outcomes throughout the AI sǇsteŵ͛s  l ifecycle, and involving stakeholders in this. 

A final section of the document aims to concretise some of the issues touched upon throughout the framework, by 

offering examples of beneficial opportunities that should be pursued, and critical concerns raised by AI systems that 

should be carefully considered.   

While these Guidelines aim to offer guidance for AI applications in general  by building a horizontal foundation to 

achieve Trustworthy AI, different situations raise different challenges. It should therefore be explored whether, in 

addition to this horizontal framework, a sectorial  approach is needed, given the context-specificity of AI systems. 

These Guidelines do not intend to substitute any form of current or future policymaking or regulation, nor do they 

aim to deter the introduction thereof. They should be seen as a l iving document to be reviewed and updated over 

time to ensure their continuous relevance as the technology, our social environments, and our knowledge evolve. 

This document is a starting point for the discussion about ͞Trustworthy AI for Europe͟.
4
  

Beyond Europe, the Guidelines also aim to foster research, reflection and discussion on an ethical framework for AI 

systems at a global level .  

                                                                 
3 

 In line with the scope of the framework, this assessment list does not provide any advice on ensuring legal compliance (lawfu l AI), 

but limits itself to offering guidance on meeting the second and third components of t rustworthy AI (ethical and robust AI).
 

4  
This ideal is intended to apply to AI systems developed, deployed and used in the Member States of the European Union (EU), as 

well as to systems developed or produced elsewhere but deployed and used in the EU. When referring to "Europe" in this 

document, we mean this to encompass the EU Member States. However, these Guidelines also aspire to be relevant outside the 

EU.
 
In this regard, it can also be noted that both Norway and Switzerland are part of the Coordinated Plan on AI agreed and 

published in December 2018 by the Commission and Member States.  
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A. INTRODUCTION 

In its Communication of 25 April  2018 and 7 December 2018, the European Commission set out its vision for 

artificial intell igence (AI), which supports ͞ethical, secure and cutting-edge AI ŵade iŶ Euƌope͟.5 Three pil lars 

uŶdeƌpiŶ the CoŵŵissioŶ͛s ǀisioŶ: (i) increasing public and private investments in AI  to boost its uptake, (i i) 

preparing for socio-economic changes, and (i i i) ensuring an appropriate ethical and legal framework to strengthen 

European values. 

To support the implementation of this vision, the Commission established the High-Level Expert Group on Artificial 

Intell igence (AI HLEG), an independent group mandated with the drafting of two deliverables: (1) AI Ethics 

Guidelines and (2) Policy and Investment Recommendations.  

This document contains the AI Ethics Guidelines, which have been revised following further deliberation by our 

Group in l ight of feedback received from the public consultation on the draft published on 18 December 2018. It 

builds on the work of the European Group on Ethics in Science and New Technologies
6
 and takes inspiration from 

other similar efforts.
7
 

Over the past months, the 52 of us met, discussed and interacted, committed to the European motto: united in 

diversity. We believe that AI has the potential to significantly transform society. AI is not an end in itself, but rather 

a promising means to increase human flourishing, thereby enhancing individual and societal well -being and the 

common good, as well as bringing progress and innovation. In particular, AI systems can help to facil itate the 

aĐhieǀeŵeŶt of the UN͛s “ustaiŶaďle DeǀelopŵeŶt Goals, suĐh as pƌoŵotiŶg geŶdeƌ ďalaŶĐe aŶd taĐkliŶg Đliŵate 
change, rationalising our use of natural resources, enhancing our health, mobility and production processes, and 

supporting how we monitor progress against sustainability and social cohesion indicators. 

To do this, AI systems
8
 need to be human-centric, resting on a commitment to their use in the service of humanity 

and the common good, with the goal of improving human welfare and freedom. While offering great opportunities, 

AI systems also give rise to certain risks that must be handled appropriately and proportionately. We now have an 

important window of opportunity to shape their development. We want to ensure that we can trust the socio-

technical environments in which they are embedded. We also want producers of AI systems to get a competitive 

advantage by embedding Trustworthy AI in their products and services. This entails seeking to maximise the 

benefits of AI systems while at the same time preventing and minimising their risks.   

In a context of rapid technological change, we believe it is essential that trust remains the bedrock of societies, 

communities, economies and sustainable development. We therefore identify Trustworthy AI as our foundational 

ambition, since human beings and communities will  only be able to have confidence in the teĐhŶologǇ͛s  

development and its applications when a clear and comprehensive framework for achieving its trustworthiness is in 

place.  

This is the path that we believe Europe should follow to become the home and leader of cutting-edge and ethical 

technology. It is through Trustworthy AI that we, as European citizens, will  seek to reap its benefits in a way that is 

aligned with our foundational values of respect for human rights, democracy and the rule of law. 

Trustworthy AI 

Trustworthiness is a prerequisite for people and societies to develop, deploy and use AI systems. Without AI 

systems – and the human beings behind them – being demonstrably worthy of trust, unwanted consequences may 

ensue and their uptake might be hindered, preventing the realisation of the potentially vast social and economic 

                                                                 
5  

 COM(2018)237 and COM(2018)795. Note that the teƌŵ ͞ ŵade iŶ Euƌope͟ is used thƌoughout the CoŵŵissioŶ͛s ĐoŵŵuŶiĐatioŶ. 
The scope of these Guidelines however aims to encompass not only those AI systems made in Europe, but also those developed 

elsewhere and deployed or used in Europe. Throughout this document, we hence aim to promote tƌustǁoƌthǇ AI ͞ foƌ͟ Euƌope.  
6 

  The European Group on Ethics in Science and New Technologies (EGE) is an advisory group of the Commission.
 

7 
  See Section 3.3 of COM(2018)237.

 

8 
  The Glossary at the end of this document provides a definition of AI systems for the purpose of this document. This definition is 

further elaborated on in a dedicated document prepared by the AI HLEG that accompanies these Guidelines , titled "A definition 

of AI: Main capabilities and scientific disciplines". 



5 

 

benefits that they can bring. To help Europe realise those benefits, our vision is to ensure and scale Trustworthy AI. 

Trust in the development, deployment and use of AI systems concerns Ŷot oŶlǇ the teĐhŶologǇ͛s iŶheƌeŶt 
properties, but also the qualities of the socio-technical systems involving AI applications.

9
 Analogous to questions of 

(loss of) trust in aviation, nuclear power or food safety, it is not simply components of the AI system but the system 

in its overall  context that may or may not engender trust. Striving towards Trustworthy AI hence concerns not only 

the trustworthiness of the AI system itself, but requires a holistic and systemic approach, encompassing the 

tƌustǁoƌthiŶess of all  aĐtoƌs aŶd pƌoĐesses that aƌe paƌt of the sǇsteŵ͛s soĐio -technical context throughout its 

entire l ife cycle. 

Trustworthy AI has three components, which should be met throughout the system's entire l ife cycle:  

1. it should be lawful, complying with all  applicable laws and regulations ; 

2. it should be ethical, ensuring adherence to ethical principles and values; and  

3. it should be robust, both from a technical and social perspective, since, even with good intentions, AI  

systems can cause unintentional harm. 

Each of these three components is necessary but not sufficient in itself to achieve Trustworthy AI.
10

 Ideally, all  three 

work in harmony and overlap in their operation. In practice, however, there may be tension s between these 

elements (e.g. at times the scope and content of existing law might be out of step with ethical norms). It is our 

individual and collective responsibil ity as a society to work towards ensuring that all  three components help to 

secure Trustworthy AI.
11

 

A trustworthy approach is key to enabling ͞ƌespoŶsiďle ĐoŵpetitiǀeŶess͟, ďǇ pƌoǀidiŶg the fouŶdatioŶ upon which 

all  those affected by AI systems can trust that their design, development and use are lawful, ethical and robust. 

These Guidelines are intended to foster responsible and sustainable AI innovation in Europe. They seek to make 

ethics a core pil lar for developing a unique approach to AI, one that aims to benefit, empower and protect both 

individual human flourishing and the common good of society. We believe that this will  enable Europe to position 

itself as a global leader in cutting-edge AI worthy of our individual and collective trust. Only by ensuring 

trustworthiness will  European individuals fully reap AI sǇsteŵs͛ benefits, secure in the knowledge that measures are 

in place to safeguard against their potential risks.  

Just as the use of AI systems does not stop at national  borders, neither does their impact. Global solutions are 

therefore required for the global opportunities and challenges that AI systems bring forth. We therefore encourage 

all  stakeholders to work towards a global framework for Trustworthy AI, building international consensus while 

promoting and upholding our fundamental rights-based approach. 

 

Audience and Scope  

These guidelines are addressed to all  AI stakeholders designing, developing, deploying, implementing, using or being 

affected by AI, including but not l imited to companies, organisations, researchers, public services, government 

agencies, institutions, civil  society organisations, individuals, workers and consumers. Stakeholders committed 

towards achieving Trustworthy AI can voluntarily opt to use these Guidelines as a method to operationalise their 

commitment, in particular by using the practical assessment l ist of Chapter III when developing, deploying or using 

AI systems. This assessment l ist can also complement – and hence be incorporated in – existing assessment 

processes.  

The Guidelines aim to provide guidance for AI applications in general, building a horizontal foundation to achieve 

Trustworthy AI. However, different situations raise different challenges. AI music recommendation systems do not 

                                                                 
9
  These systems comprise humans, state actors, corporations, infrastructure, software, protocols, standards, governance, existi ng 

laws, oversight mechanisms, incentive structures, auditing procedures, best practices reporting an d others.   
10 

 This does not exclude the fact that additional conditions may be(come) necessary.
  

11
  This also means that the legislature or policy-makers may need to review the adequacy of existing law where these might be out 

of step with ethical principles. 
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raise the same ethical concerns as AI systems proposing critical medical treatments. Likewise, different 

opportunities and challenges arise from AI systems used in the context of business -to-consumer, business-to-

business, employer-to-employee and public-to-citizen relationships, or more generally, in different sectors or use 

cases. Given the context-specificity of AI systems, the implementation of these Guidelines needs to be adapted to 

the particular AI-application. Moreover, the necessity of an additional  sectorial approach, to complement the more 

general  horizontal framework proposed in this document, should be explored.  

To gain a better understanding of how this guidance can be implemented at a horizontal level, and of those matters 

that require a sectorial approach, we invite all  stakeholders to pilot the Trustworthy AI assessment l ist (Chapter III) 

that operationalises this framework and to provide us feedback. Based on the feedback gathered through this 

piloting phase, we will  revise the assessment l ist of these Guidelines by early 2020. The piloting phase will  be 

launched by the summer of 2019 and last until  the end of the year. All  interested stakeholders will  be able to 

participate by indicating their interest through the European AI All iance.  

 

B. A FRAMEWORK FOR TRUSTWORTHY AI 

These Guidelines articulate a framework for achieving Trustworthy AI based on fundamental rights as enshrined in 

the Charter of Fundamental Rights of the European Union (EU Charter), and in relevant international human rights  

law. Below, we briefly touch upon Trustworthy AI͛s  three components. 

Lawful AI 

AI systems do not operate in a lawless world. A number of legally binding rules at European, national and 

international level already apply or are relevant to the development, deployment and use of AI systems today. Legal 

sources include, but are not l imited to: EU primary law (the Treaties of the European Union and its Charter of 

Fundamental Rights), EU secondary law (such as the General Data Protection Regulation, the Product Liabil ity 

Directive, the Regulation on the Free Flow of Non-Personal Data, anti-discrimination Directives, consumer law and 

Safety and Health at Work Directives), the UN Human Rights treaties and the Council  of Europe conventions (such as 

the European Convention on Human Rights), and numerous EU Member State laws. Besides horizontally applicable 

rules, various domain-specific rules exist that apply to particular AI applications (such as for instance the Medical 

Device Regulation in the healthcare sector).  

The law provides both positive and negative obligations, whi ch means that it should not only be interpreted with 

reference to what cannot be done, but also with reference to what should be done and what may be done. The law 

not only prohibits certain actions but also enables others. In this regard, it can be noted that the EU Charter contains 

aƌtiĐles oŶ the ͚fƌeedoŵ to ĐoŶduĐt a ďusiŶess ͛ and the ͛fƌeedoŵ of the aƌts aŶd sĐieŶĐes͛, aloŶgside aƌtiĐles 
addƌessiŶg aƌeas that ǁe aƌe ŵoƌe faŵiliaƌ ǁith ǁheŶ lookiŶg to eŶsuƌe AI͛s tƌustǁoƌthiŶess, suĐh as foƌ iŶstaŶĐe 
data protection and non-discrimination.  

The Guidelines do not explicitly deal with the first component of Trustworthy AI (lawful AI), but instead aim to offer 

guidance on fostering and securing the second and third components (ethical and robust AI). While the two latter 

are to a certain extent often already reflected in existing laws, their full  realisation may go beyond existing legal 

obligations. 

Nothing in this document shall  be construed or interpreted as providing legal advice or guidance concerning ho w 

compliance with any applicable existing legal norms and requirements can be achieved. Nothing in this document 

shall  create legal rights nor impose legal obligations towards third parties. We however recall  that it is the duty of 

any natural or legal person to comply with laws  – whether applicable today or adopted in the future according to 

the development of AI. These Guidelines proceed on the assumption that all legal rights and obligations that apply 

to the processes and activities involved in developing, deploying and using AI systems remain mandatory and 

must be duly observed.  

Ethical AI  

Achieving Trustworthy AI requires not only compliance with the law, which is but one of its three components. Laws 
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are not always up to speed with technological developments, can at times be out of step with ethical  norms or may 

simply not be well suited to addressing certain issues. For AI systems to be trustworthy, they should hence also be 

ethical, ensuring alignment with ethical norms.  

Robust AI 

Even if an ethical purpose is ensured, individuals and society must also be confident that AI systems will  not cause 

any unintentional harm. Such systems should perform in a safe, secure and reliable manner, and safeguards should 

be foreseen to prevent any unintended adverse impacts. It is therefore important to ensure that AI systems are 

robust. This is needed both from a technical perspective (eŶsuƌiŶg the sǇsteŵ͛s technical robustness as appropriate 

in a given context, such as the application domain or l ife cycle phase), and from a social perspective (in due 

consideration of the context and environment in which the system operates).  

Ethical and robust AI are hence closely intertwined and complement each other. The principles put forward in 

Chapter I, and the requirements derived from these principles in Chapter II, address both components.  

The framework 

The Guidance in this document is provided in three chapters, from most abstract in Chapter I to most concrete in 

Chapter III: 

 Chapter I – Foundations of Trustworthy AI: sets out the foundations of Trustworthy AI by laying out its 

fundamental-rights
12

 based approach. It identifies and describes the ethical principles that must be 

adhered to in order to ensure ethical and robust AI. 

 Chapter II – Realising Trustworthy AI: translates these ethical principles into seven key requirements that 

AI systems should implement and meet throughout their entire l ife cycle. In addition, it offers both 

technical and non-technical methods that can be used for their implementation.  

 Chapter III – Assessing Trustworthy AI: sets out a concrete and non-exhaustive Trustworthy AI assessment 

l ist to operationalise the requirements of Chapter II, offering AI practitioners practical guidance. This 

assessment should be tailored to the particular system's application.  

The doĐuŵeŶt͛s fiŶal seĐtioŶ l ists examples of beneficial opportunities and critical concerns  raised by AI systems, 

which should serve to stimulate further debate.  

The GuideliŶes͛ structure is i l lustrated in Figure 1 below 

 

 

 

 

 

 

 

 

                                                                 
12

  Fundamental rights lie at the foundation of both international and EU human rights law and underpin the legally enforceable 

rights guaranteed by the EU Treaties and the EU Charter. Being legally binding, compliance with fundamental rights hence fall s 

under trustworthy AI's first component (lawful AI). Fundamental rights can however also be understood as reflecting special 

moral entitlements of all individuals arising by virtue of their humanity, regardless of their legally binding status. In tha t sense, 

they hence also form part of the second component of trustworthy AI (ethical AI).   
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Figure 1: The Guidelines as a framework for Trustworthy AI 
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I. Chapter I: Foundations of Trustworthy AI  

This Chapter sets out the foundations of Trustworthy AI, grounded in fundamental rights and reflected by four 

ethical principles that should be adhered to in order to ensure ethical and robust AI. It draws heavily on the field of 

ethics.  

AI ethics is a sub-field of applied ethics, focusing on the ethical issues raised by the development, deployment and 

use of AI. Its central concern is to identify how AI can advance or raise concerns to the good life of individuals, 

whether in terms of quality of l ife, or human autonomy and freedom necessary for a democratic society.  

Ethical reflection on AI technology can serve multiple purposes. First, it can stimulate reflection on the need to 

protect individuals and groups at the most basic level. Second, it can stimulate new kinds of innovations that seek to 

foster ethical values, such as those helping to achieve the UN Sustainable Development Goals
13

, which are firmly 

embedded in the forthcoming EU Agenda 2030.
14

 While this document mostly concerns itself with the first purpose 

mentioned, the importance that ethics could have in the second should not be underestimated. Trustworthy AI can 

improve individual flourishing and collective wellbeing by generating prosperity, value creation and wealth 

maximization. It can contribute to achieving a fair soĐietǇ, ďǇ helpiŶg to iŶĐƌease ĐitizeŶs͛ health and well-being in 

ways that foster equality in the distribution of economic, social and political opportunity. 

It is therefore imperative that we understand how to best support AI development, deployment and use to ensure 

that everyone can thrive in an AI-based world, and to build a better future while at the same time being globally 

competitive. As with any powerful technology, the use of AI systems in our society raises several ethical challenges , 

for instance relating to their impact on people and society, decision-making capabilities and safety. If we are 

increasingly going to use the assistance of or delegate decisions to AI systems, we need to make sure these systems 

are fair in their impact on people͛s l iǀes, that theǇ aƌe in l ine with values that should not be compromised and able 

to act accordingly, and that suitable accountability processes  can ensure this.  

Europe needs to define what normative vision of an AI -immersed future it wants to reali se, and understand which 

notion of AI should be studied, developed, deployed and used in Europe to achieve this vision. With this document, 

we intend to contribute to this effort by introducing the notion of Trustworthy AI, which we believe is the right way 

to build a future with AI. A future where democracy, the rule of law and fundamental rights underpin AI systems and 

where such systems continuously improve and defend democratic culture will  also enable an environment where 

innovation and responsible competitiveness can thrive. 

A domain-specific ethics code – however consistent, developed and fine-grained future versions of it may be – can 

never function as a substitute for ethical reasoning itself, which must always remain sensitive to contextual details 

that cannot be captured in general Guidelines. Beyond developing a set of rules, ensuring Trustworthy AI requires us 

to build and maintain an ethical culture and mind-set through public debate, education and practical learning. 

 

1. Fundamental rights as moral and legal entitlements 

We believe in an approach to AI ethics based on the fundamental rights enshrined in the EU Treaties,
15

 the EU 

Charter and international human rights law.
16

 Respect for fundamental rights, within a framework of democracy and 

the rule of law, provides the most promising foundations for identifying abstract ethical principles and values , which 

can be operationalised in the context of AI.  

The EU Treaties and the EU Charter prescribe a series of fundamental rights that EU member states and EU 

institutions are legally obliged to respect when implementing EU law. These rights are described in the EU Charter 

                                                                 
13  

https://ec.europa.eu/commission/publications/reflection-paper-towards-sustainable-europe-2030_en 
 
 
 

14
  https://sustainabledevelopment.un.org/?menu=1300   

15  
The EU is based on a constitutional commitment to protect the fundamental and indivisible rights of human beings, to ensure 

respect for the rule of law, to foster democratic freedom and promote the commo n good. These rights are reflected in Articles 2 

and 3 of the Treaty on European Union, and in the Charter of Fundamental Rights of the EU.  
16  

Other legal instruments reflect and provide further specification of these commitments, such as for instance the Council of 

Euƌope͛s EuƌopeaŶ “oĐial Chaƌteƌ oƌ speĐifiĐ legislatioŶ suĐh as the EU͛s GeŶeƌal Data PƌoteĐtioŶ ‘egulatioŶ.  

https://ec.europa.eu/commission/publications/reflection-paper-towards-sustainable-europe-2030_en
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by reference to digŶitǇ, fƌeedoŵs, eƋualitǇ aŶd solidaƌitǇ, ĐitizeŶs͛ ƌights aŶd justiĐe. The ĐoŵŵoŶ foundation that 

unites these rights can be understood as rooted in respect for human dignity – thereby reflecting what we describe 

as a ͞ human-centric approach͟ in which the human being enjoys a unique and inalienable moral status of primacy in 

the civil , political, economic and social fields.
17

  

While the rights set out in the EU Charter are legally binding,
18

 it is important to recognise that fundamental rights 

do not provide comprehensive legal protection in every case. For the EU Charter, for instance, it is important to 

underline that its field of application is l imited to areas of EU law. International human rights law and in particular 

the European Convention on Human Rights are legally binding on EU Member States, including in areas that fall  

outside the scope of EU law. At the same time, fundamental rights are also bestowed on individuals and (to a 

certain degree) groups by virtue of their moral status as human beings , independently of their legal force. 

Understood as legally enforceable rights, fundamental rights therefore fall  under the first component of 

Trustworthy AI (lawful AI), which safeguards compliance with the law. Understood as the rights of everyone, rooted 

in the inherent moral status of human beings, they also underpin the second component of Trustworthy AI (ethical 

AI), dealing with ethical norms that are not necessarily legally binding yet crucial to ensure trustworthiness. Since 

this document does not aim to offer guidance on the former component, for the purpose of these non-binding 

guidelines, references to fundamental rights reflect the latter component. 

 

2. From fundamental rights to ethical principles  

2.1 Fundamental rights as a basis for Trustworthy AI 

Among the comprehensive set of indivisible rights set out in international human rights law, the EU Treaties and the 

EU Charter, the below families of fundamental rights are particularly apt to cover AI  systems.  Many of these rights 

are, in specified circumstances, legally enforceable in the EU so that compliance with their terms is legally 

obligatory. But even after compliance with legally enforceable fundamental rights has been achieved, ethical 

reflection can help us understand how the development, deployment and use of AI  systems may implicate 

fundamental rights and their underlying values , and can help provide more fine-grained guidance when seeking to 

identify what we should do rather than what we (currently) can do with technology.  

Respect for human dignity. Human dignity eŶĐoŵpasses the idea that eǀeƌǇ huŵaŶ ďeiŶg possesses aŶ ͞iŶtƌiŶsiĐ 
ǁoƌth͟, ǁhiĐh should never be diminished, compromised or repressed by others – nor by new technologies l ike AI 

systems.
19

 In this context, respect for human dignity entails that all  people are treated with respect due to them as 

moral subjects, rather than merely as objects to be sifted, sorted, scored, herded, conditioned or manipulated. AI 

systems should hence be developed in a manner that respects, seƌǀes aŶd pƌoteĐts huŵaŶs͛ phǇsiĐal aŶd mental 

integrity, personal and cultural sense of identity, and satisfaction of their essential needs.
20

  

Freedom of the individual. Human beings should remain free to make life decisions for themselves. This entails 

freedom from sovereign intrusion, but also requires intervention from government and non -governmental 

organisations to eŶsuƌe that iŶdiǀiduals oƌ people at ƌisk of eǆĐlusioŶ haǀe eƋual aĐĐess to AI͛s ďeŶefits aŶd 
opportunities. In an AI context, freedom of the individual for instance requires mitigation of (in)direct i l legitimate 

coercion, threats to mental autonomy and mental health, unjustified surveil lance, deception and unfair 

manipulation. In fact, freedom of the individual means a commitment to enabling individuals to wield even higher 

control over their l ives, including (among other rights) protection of the freedom to conduct a business, the 

freedom of the arts and science, freedom of expression, the right to private l ife and privacy, and freedom of 

                                                                 
17 

 It should be noted that a commitment to human-centric AI and its anchoring in fundamental rights requires collective societal 

and constitutional foundations in which individual freedom and respect for human dignity is both practically possible and 

meaningful, rather than implying an unduly individualistic account of the human.    
18  

Pursuant to Article 51 of the Charter, it applies to EU Institutions and to EU member states when implementing EU law.
 

19 
 C. McCrudden, Human Dignity and Judicial Interpretation of Human Rights,  EJIL, 19(4), 2008. 

20
  Foƌ aŶ uŶdeƌstaŶdiŶg of ͞huŵaŶ digŶitǇ͟ aloŶg these liŶes see E. HilgeŶdoƌf, Pƌoďleŵ Aƌeas i n the Dignity Debate and the 

Ensemble Theory of Human Dignity, in: D. Grimm, A. Kemmerer, C. Möllers (eds.), Human Dignity in Context. Explorations of a 

Contested Concept, 2018, pp. 325 ff. 
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assembly and association. 

Respect for democracy, justice and the rule of law. All  governmental power in constitutional democracies must be 

legally authorised and limited by law. AI systems should serve to maintain and foster democratic processes and 

respect the plurality of values and life choices of individuals. AI systems must not undermine democratic processes, 

human deliberation or democratic voting systems. AI systems must also embed a commitment to ensure that they 

do not operate in ways that undermine the foundational commitments upon which the rule of law is founded, 

mandatory laws and regulation, and to ensure due process and equality before the law. 

Equality, non-discrimination and solidarity - including the rights of persons at risk of exclusion. Equal respect for the 

moral worth and dignity of all  human beings  must be ensured. This goes beyond non-discrimination, which tolerates 

the drawing of distinctions between dissimilar situations based on objective justifications. In an AI context, equality 

entails that the sǇsteŵ͛s opeƌatioŶs ĐaŶŶot geŶeƌate uŶfaiƌlǇ ďiased outputs  (e.g. the data used to train AI systems 

should be as inclusive as possible, representing different population groups). This also requires adequate respect for 

potentially vulnerable persons and groups ,
21

 such as workers, women, persons with disabil ities, ethnic minorities, 

children, consumers or others at risk of exclusion. 

Citizens’ rights. Citizens benefit from a wide array of rights, including the right to vote, the right to good 

administration or access to public documents, and the right to petition the administration. AI systems offer 

substantial potential to improve the scale and efficiency of government in the provision of public goods and services 

to society. At the same time, citizens͛ rights could also be negatively impacted by AI systems and should be 

safeguarded. WheŶ the teƌŵ ͞ĐitizeŶs͛ ƌights͟ is used here, this is not to deny or neglect the rights of third-country 

nationals and irregular (or i l legal) persons in the EU who also have rights under international law, and – therefore – 

in the area of AI systems. 

 

2.2 Ethical Principles in the Context of AI Systems
22

 

Many public, private, and civil  organizations have drawn inspiration from fundamental rights to produce ethical 

frameworks for AI systems.
23

 IŶ the EU, the EuƌopeaŶ Gƌoup oŶ EthiĐs iŶ “ĐieŶĐe aŶd Neǁ TeĐhŶologies ;͞EGE͟Ϳ 
proposed a set of 9 basic principles, based on the fundamental values laid down in the EU Treaties and Charter.

24
 

We build further on this work, recognising most of the principles hitherto propounded by various groups, while 

clarifying the ends that all  principles seek to nurture and support. These ethical principles can inspire new and 

specific regulatory instruments, can help interpreting fundamental rights as our socio-technical environment 

evolves over time, and ĐaŶ guide the ƌatioŶale foƌ AI sǇsteŵs͛ deǀelopŵeŶt, deployment and use – adapting 

dynamically as society itself evolves.  

AI systems should improve individual and collective wellbeing. This section l ists four ethical principles, rooted in 

fundamental rights, which must be respected in order to ensure that AI systems are developed, deployed and used 

in a trustworthy manner. They are specified as ethical imperatives, such that AI practitioners should always strive to 

adhere to them. Without imposing a hierarchy, we list the principles here below in manner that mirrors the order of 

appearance of the fundamental rights upon which they are based in the EU Charter.
25

    

                                                                 
21  

For a description of the term as used throughout this document,  see the Glossary. 
22

  These principles also apply to the development, deployment and use of other technologies, and hence are not specific to AI 

systems. In what follows, we have aimed to set out their relevance specifically in an AI -related context. 
23  

Reliance on fundamental rights also helps to limit regulatory uncertainty as it can build on the basis of decades of practice o f 

fundamental rights protection in the EU, thereby offering clarity, readability and foreseeability.  
24

  More recently, the AI4People͛s taskfoƌĐe has suƌǀeǇed the afoƌeŵeŶtioŶed EGE pƌiŶĐiples as ǁell as ϯϲ otheƌ ethiĐal pƌiŶĐiples 
put forward to date and subsumed them under four overarching principles: L. Floridi, J. Cowls, M. Beltrametti, R. Chatila, P.  

Chazerand, V. Dignum, C. Luetge, R. Madelin, U. Pagallo, F. Rossi, B. Schafer, P. Valcke, E. J. M. Vayena (2018), "AI4People —An 

EthiĐal Fƌaŵeǁoƌk foƌ a Good AI “oĐietǇ: OppoƌtuŶities, ‘isks, PƌiŶĐiples, aŶd ‘eĐoŵŵeŶdatioŶs͟,  Minds and Machines 28(4): 

689-707. 
25  

Respect for human autonomy is strongly associated with the right to human dignity and liberty (reflected in Articles 1 and 6 of 

the Charter). The prevention of harm is strongly linked to the protection of physical or mental integrity (reflected in Artic le 3). 
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These are the principles of: 

(i) Respect for human autonomy 

(ii) Prevention of harm 

(iii) Fairness 

(iv) Explicabil ity 

Many of these are to a large extent already reflected in existing legal requirements for which mandatory compliance 

is required and hence also fall  within the scope of lawful AI, which is Trustworthy AI͛s first component.
26

 Yet, as set 

out above, while many legal obligations reflect ethical principles, adherence to ethical principles goes beyond formal 

compliance with existing laws.
27

 
 

 The principle of respect for human autonomy 

The fundamental rights upon which the EU is founded are directed towards ensuring respect for the freedom and 

autonomy of human beings. Humans interacting with AI systems must be able to keep full  and effective self -

determination over themselves, and be able to partake in the democratic process. AI systems should not 

unjustifiably subordinate, coerce, deceive, manipulate, condition or herd humans. Instead,  they should be designed 

to augment, complement and empower human cognitive, social and cultural skil ls. The allocation of fu nctions 

between humans and AI systems should follow human-centric design principles and leave meaningful opportunity 

for human choice. This means securing human oversight
28

 over work processes in AI systems. AI systems may also 

fundamentally change the work sphere. It should support humans in the working environment, and aim for the 

creation of meaningful work. 

 The principle of prevention of harm  

AI systems should neither cause nor exacerbate harm
29

 or otherwise adversely affect human beings .
30

 This entails 

the protection of human dignity as well as mental and physical integrity. AI systems and the environments in which 

they operate must be safe and secure. They must be technically robust and it should be ensured that they are not 

open to malicious use. Vulnerable persons should receive greater attention and be included in the development, 

deployment and use of AI systems. Particular attention must also be paid to situations where AI systems can cause 

or exacerbate adverse impacts due to asymmetri es of power or information, such as between employers and 

employees, businesses and consumers or governments and citizens. Preventing harm also entails consideration of 

the natural environment
 
and all  l iving beings. 

 The principle of fairness 

The development, deployment and use of AI systems must be fair . While we acknowledge that there are many 

different interpretations of fairness, we believe that fairness has both a substantive and a procedural dimension. 

The substantive dimension implies a commitment to: ensuring equal and just distribution of both benefits and costs, 

and ensuring that individuals and groups are free from unfair bias, discrimination and stigmatisation. If unfair biases 

can be avoided, AI systems could even increase societal fairness. Equal opportunity in terms of access to education, 

goods, services and technology should also be fostered. Moreover, the use of AI systems should never lead to 

people being deceived or unjustifiably impaired in their freedom of choice. Additionally, fairness implies that AI 

practitioners should respect the principle of proportionality between means and ends, and consider carefully how to 

                                                                                                                                                                                                                    
Fairness is closely linked to the rights to Non-discrimination, Solidarity and Justice (reflected in Articles 21 and following). 

Explicability and Responsibility are closely linked to the rights relating to Justice (as reflected in Article 47).
 

26
  Think for instance of the GDPR or EU consumer protection regulations.  

27  
For further reading on this subject, see for instance L. Floridi, Soft Ethics and the Governance of the Digital,  Philosophy & 

Technology, March 2018, Volume 31, Issue 1, pp 1–8.  
28  

The concept of human oversight is further developed as one of the key requirements  set out in Chapter II here below.  
29 

 Harms can be individual or collective, and can include intangible harm to social, cultural and political environments.  
30  

This also encompasses the way of living of individuals and social groups, avoiding for instance cultural harm.
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balance competing interests and objectives.
31

 The procedural dimension of fairness entails the abil ity to contest and 

seek effective redress against decisions made by AI systems and by the humans operating them.
32

 In order to do so, 

the entity accountable for the decision must be identifiable, and the decision-making processes should be 

explicable. 

 The principle of explicability 

Explicability is crucial for building and maintaining useƌs͛ tƌust iŶ AI sǇsteŵs. This ŵeaŶs that pƌoĐesses Ŷeed to ďe 
transparent, the capabilities and purpose of AI systems openly communicated, and decisions – to the extent 

possible – explainable to those directly and indirectly affected. Without such information, a decision cannot be duly 

contested. An explanation as to why a model has generated a particular output or decision (and what combination 

of iŶput faĐtoƌs ĐoŶtƌiďuted to thatͿ is Ŷot alǁaǇs possiďle. These Đases aƌe ƌefeƌƌed to as ͚ ďlaĐk ďoǆ͛ algoƌithŵs aŶd 
require special attention. In those circumstances, other explicabil ity measures (e.g. traceability, auditabil ity and 

transparent communication on system capabilities) may be required, provided that the system as a whole respects 

fundamental rights. The degree to which explicabil ity is needed is highly dependent on the context and the severity 

of the consequences if that output is erroneous or otherwise inaccurate.
33

 
 

2.3 Tensions between the principles  

Tensions may arise between the above principles , for which there is no fixed solution. In l ine with the EU 

fundamental commitment to democratic engagement, due process and open political participation, methods of 

accountable deliberation to deal with such tensions  should be established. For instance, in various application 

domains, the principle of prevention of harm and the principle of human autonomy may be in conflict. Consider as 

an eǆaŵple the use of AI sǇsteŵs foƌ ͚pƌediĐtiǀe poliĐiŶg͛, ǁhiĐh ŵaǇ help to reduce crime, but in ways that entail  

surveil lance activities that impinge on individual l iberty and privacy. Furthermore, AI systems͛ overall  benefits 

should substantially exceed the foreseeable individual risks. While the above principles certainly offer guidance 

towards solutions, they remain abstract ethical prescriptions. AI practitioners can hence not be expected to find the 

right solution based on the principles above, yet they should approach ethical dilemmas and trade-offs via 

reasoned, evidence-based reflection rather than intuition or random discretion.  

There may be situations, however, where no ethically acceptable trade-offs can be identified. Certain fundamental 

rights and correlated principles are absolute and cannot be subject to a balancing exercise (e.g. human dignity).  

Key guidance derived from Chapter I: 

 Develop, deploy and use AI systems in a way that adheres to the ethical principles of: respect for human 

autonomy, prevention of harm, fairness and explicability. Acknowledge and address the potential tensions 

between these principles.  

 Pay particular attention to situations involving more vulnerable groups such as children, persons with 

disabil ities and others that have historically been disadvantaged or are at risk of exclusion, and to situations 

which are characterised by asymmetries of power or information, such as between employers and workers, or 

between businesses and consumers.
34

 

                                                                 
31  This is ƌelates to the pƌiŶĐiple of pƌopoƌtioŶalitǇ ;ƌefleĐted iŶ the ŵaǆiŵ that oŶe should Ŷot ͚use a sledge haŵŵeƌ to ĐƌaĐk  a 

Ŷut͛Ϳ. Measuƌes takeŶ to aĐhieǀe aŶ eŶd ;e.g. the data extraction measures implemented to realise the AI optimisation function) 

should be limited to what is strictly necessary. It also entails that when several measures compete for the satisfaction of a n end, 

preference should be given to the one that is least adverse to fundamental rights and ethical norms (e.g. AI developers should 

always prefer public sector data to personal data). Reference can also be made to the proportionality between user and 

deployer, considering the rights of companies (including intellectual property and confidentiality) on the one hand, and the rights 

of the user on the other. 
32  

Including by using their right of association and to join a trade union in a working environment , as provided for by Article 12 of 

the EU Charter of fundamental rights. 
33

  For example, little ethical concern may flow from inaccurate shopping recommendations generated by an AI system, in contrast 

to AI systems that evaluate whether an individual convicted of a criminal offence should be released on par ole.  
34

  See articles 24 to 27 of the EU Charter, dealing with the rights of the child and the elderly, the integration of persons wit h 

disaďilities aŶd ǁoƌkeƌs͛ ƌights. “ee also aƌtiĐle ϯϴ dealiŶg ǁith ĐoŶsuŵeƌ pƌoteĐtioŶ.  
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 Acknowledge that, while bringing substantial benefits to individuals and society, AI systems also pose certain 

risks and may have a negative impact, including impacts which may be difficult to anticipate, identify or 

measure (e.g. on democracy, the rule of law and distributive justice, or on the human mind itself.)  Adopt 

adequate measures to mitigate these risks when appropriate, and proportionately to the magnitude of the risk.  

 

II. Chapter II: Realising Trustworthy AI 

This Chapter offers guidance on the implementation and realisation of Trustworthy AI, via a l ist of seven 

requirements that should be met, building on the principles outlined in Chapter I. In addition, available technical 

and non-technical methods are introduced for the implementation of these requirements throughout the AI  

sǇsteŵ͛s l ife ĐǇĐle.  

 

1. Requirements of Trustworthy AI 

The principles outlined in Chapter I must be translated into concrete requirements to achieve Trustworthy AI. These 

ƌeƋuiƌeŵeŶts aƌe appliĐaďle to diffeƌeŶt stakeholdeƌs paƌtakiŶg iŶ AI sǇsteŵs͛  l ife cycle: developers, deployers and 

end-users, as well as the broader society. By developers, we refer to those who research, design  and/or develop AI 

systems. By deployers, we refer to public or private organisations that use AI systems within their business 

processes and to offer products and services to others. End-users are those engaging with the AI system, directly or 

indirectly. Finally, the broader society encompasses all  others that are directly or indirectly affected by AI systems.  

Different groups of stakeholders have different roles to play in ensuring that the requirements are met: 

a. Developers should implement and apply the requirements to design and development processes; 

b. Deployers should ensure that the systems they use and the products and services they offer meet the 

requirements; 

c. End-users and the broader society should be informed about these requirements and able to request that 

they are upheld.  

The below list of requirements is non-exhaustive.
35

  It includes systemic, individual and societal aspects:  

1 Human agency and oversight 

Including fundamental rights, human agency and human oversight 

2 Technical robustness and safety  

Including resilience to attack and security, fall back plan and general safety, accuracy, reliability and 

reproducibility  

3 Privacy and data governance  

Including respect for privacy, quality and integrity of data, and access to data  

4 Transparency  

Including traceability, explainability and communication  

5 Diversity, non-discrimination and fairness 

Including the avoidance of unfair bias, accessibility and universal design, and stakeholder participation 

6 Societal and environmental wellbeing 

Including sustainability and environmental friendliness, social impact, society and democracy  

7 Accountability  

Including auditability, minimisation and reporting of negative impact, trade-offs and redress. 

                                                                 
35

  Without imposing a hierarchy, we list the principles here below in manner that mirrors the order of appearance of the principles 

and rights to which they relate in the EU Charter.  
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Figure 2: Interrelationship of the seven requirements: all are of equal importance, support each other, and should be 

implemented and evaluated throughout the AI system’s lifecycle 

 

While all  requirements are of equal importance, context and potential tensions between them will  need to be taken 

into account when applying them across different domains and industries. Implementation of these requirements 

should occur throughout an AI systeŵ͛s eŶtiƌe l ife ĐǇĐle aŶd depends on the specific application. While most 

requirements apply to all  AI systems, special attention is given to those directly or indirectly affecting individuals.  

Therefore, for some applications (for instance in industria l settings), they may be of lesser relevance. 

The above requirements include elements that are in some cases already reflected in existing laws. We reiterate 

that – in l ine with Trustworthy AI͛s fiƌst ĐoŵpoŶeŶt – it is the responsibil ity of AI practitioners to ensure that they 

comply with their legal obligations, both as regards horizontally applicable rules as well as domain -specific 

regulation. 

In the following paragraphs, each requirement is explained in more detail .  
 

1.1 Human agency and oversight 

AI systems should support human autonomy and decision-making, as prescribed by the principle of respect for 

human autonomy. This requires that AI systems should both act as enablers to a democratic, flourishing and 

eƋuitaďle soĐietǇ ďǇ suppoƌtiŶg the useƌ͛s ageŶĐǇ aŶd fosteƌ fuŶdaŵeŶtal ƌights, aŶd alloǁ foƌ huŵaŶ oǀeƌsight.  

Fundamental rights. Like many technologies, AI systems can equall y enable and hamper fundamental rights. They 

can benefit people for instance by helping them track their personal data, or by increasing the accessibil ity of 

education, hence supporting their right to education. However, given the reach and capacity of AI systems, they can 

also negatively affect fundamental rights . In situations where such risks exist, a fundamental rights impact 

assessment should be undertaken. This should be done prior to the sǇsteŵ͛s development and include an 

evaluation of whether those risks can be reduced or justified as necessary in a democratic society in order to respect 

the rights and freedoms of others. Moreover, mechanisms should be put into place to receive external feedback 
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regarding AI systems that potentially infringe on fundamental rights . 

Human agency. Users should be able to make informed autonomous decisions regarding AI systems. They should be 

given the knowledge and tools to comprehend and interact with AI systems to a satisfactory d egree and, where 

possible, be enabled to reasonably self-assess or challenge the system. AI systems should support individuals in 

making better, more informed choices in accordance with their goals. AI systems can sometimes be deployed to 

shape and influence human behaviour through mechanisms that may be difficult to detect, since they may harness 

sub-conscious processes, including various forms of unfair manipulation, deception, herding and conditioning , all  of 

which may threaten individual autonomy. The overall  principle of user autonomy must be central to the system͛s  

functionality. Key to this is the right not to be subject to a decision based solely on automated processing when this 

produces legal effects on users or similarly significantly  affects them.
36

 

Human oversight. Human oversight helps ensuring that an AI system does not undermine human autonomy or 

causes other adverse effects. Oversight may be achieved through governance mechanisms such a s a human-in-the-

loop (HITL), human-on-the-loop (HOTL), or human-in-command (HIC) approach. HITL refers to the capability for 

human intervention in every decision cycle of the system, which in many cases is neither possible nor desirable. 

HOTL refers to the capability for human intervention during the design cycle of the system and monitoring the 

sǇsteŵ͛s opeƌatioŶ. HIC refers to the capability to oversee the overall  activity of the AI system (including its broader 

economic, societal, legal  and ethical impact) and the abil ity to decide when and how to use the system in any 

particular situation. This can include the decision not to use an AI system in a particular situation, to establish levels 

of human discretion during the use of the system, or to ensure the abil ity to override a decision made by a system. 

Moreover, it must be ensured that public enforcers have the abil ity to exercise oversight in l ine with their mandate. 

Oversight mechanisms can be required in varying degrees to support other safety and control measures, depending 

on the AI system͛s application area and potential risk. All  other things being equal, the less  oversight a human can 

exercise over an AI system, the more extensive testing and stricter governance is required.  

 

1.2 Technical robustness and safety 

A crucial component of achieving Trustworthy AI is technical robustness, which is closely l inked to the principle of 

prevention of harm. Technical robustness requires that AI systems be developed with a preventative approach to 

risks and in a manner such that they reliably behave as intended while minimising unintentional and unexpected 

harm, and preventing unacceptable harm. This should also apply to potential changes in their operating 

environment or the presence of other agents (human and artificial) that may interact with the system in an 

adversarial manner. In addition, the physical and mental integrity of humans should be ensured. 

Resilience to attack and security. AI systems, l ike all  software systems, should be protected against vulnerabilities 

that can allow them to be exploited by adversaries, e.g. hacking. Attacks may target the data (data poisoning), the 

model (model leakage) or the underlying infrastructure, both software and hardware. If an AI system is attacked, 

e.g. in adversarial attacks, the data as well as system behaviour can be changed, leading the system to make 

different decisions, or causing it to shut down altogether. Systems and data can also become corrupted by ma licious 

intention or by exposure to unexpected situations. Insufficient security processes  can also result in erroneous 

decisions or even physical harm. For AI systems to be considered secure,
37

 possible unintended applications of the 

AI system (e.g. dual-use applications) and potential abuse of the system by malicious actors should be taken into 

account, and steps should be taken to prevent and mitigate these.
38

  

Fallback plan and general safety. AI systems should have safeguards that enable a fallback plan in case of problems. 

                                                                 
36  

Reference can be made to Article 22 of the GDPR where this right is already enshrined.  
37

   See e.g. ĐoŶsideƌatioŶs uŶdeƌ Ϯ.ϳ of the EuƌopeaŶ UŶioŶ͛s CooƌdiŶated PlaŶ oŶ AƌtifiĐial IŶtelligeŶĐe.  
38  

There may be a strong imperative to develop a virtuous circle in research and development between understanding of attacks, 

development of adequate protection, and improvement of evaluation methodologies. To achieve this, convergence between the 

AI community and the security community should be promoted. In addition, it is the responsibility of all relevant actors to create 

common cross-border safety and security norms and to establish an environment of mutual trust, fostering international 

collaboration. For possible measures, see Malicious Use of AI, Avin S., Brundage M. et. al., 2018. 
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This can mean that AI systems switch from a statistical to rule-based procedure, or that they ask for a human 

operator before continuing their action.
39

 It must be ensured that the system will  do what it is supposed to do 

without harming l iving beings or the environment. This includes the minimisation of unintended consequences and 

errors. In addition, processes to clarify and assess potential risks associated with the use of AI  systems, across 

various application areas, should be established. The level of safety measures required depends on the magnitude 

of the risk posed by an AI system, which in turn depends on the system͛s Đapaďilities . Where it can be foreseen that 

the development process or the system itself will  pose particularly high risks, it is crucial for safety measures to be 

developed and tested proactively. 

Accuracy. AĐĐuƌaĐǇ peƌtaiŶs to aŶ AI sǇsteŵ͛s aďil itǇ to ŵake ĐoƌƌeĐt judgeŵeŶts, foƌ eǆaŵple to ĐoƌƌeĐtlǇ ĐlassifǇ 
information into the proper categories, or its abil ity to make correct predictions, recommendations, or decisions 

based on data or models. An explicit and well-formed development and evaluation process can support, mitigate 

and correct unintended risks from inaccurate predictions. When occasional inaccurate predictions cannot be 

avoided, it is important that the system can indicate how likely these errors are. A high level of accuracy is especially 

crucial in situations where the AI system directly affects human lives.  

Reliability and Reproducibility. It is critical that the results of AI systems are reproducible, as well as reliable. A 

reliable AI system is one that works properly with a range of inputs and in a range of situations. This is needed to 

scrutinise an AI system and to prevent unintended harms. Reproducibil ity describes whether an AI experiment 

exhibits the same behaviour when repeated under the same conditions. This enables scientists and policy makers to 

accurately describe what AI systems do. Replication fi les
40

 can facil itate the process of testing and reproducing 

behaviours.  

 

1.3 Privacy and data governance 

Closely l inked to the principle of prevention of harm is  privacy, a fundamental right particularly affected by AI 

systems. Prevention of harm to privacy also necessitates  adequate data governance that covers the quality and 

integrity of the data used, its relevance in l ight of the domain in which the AI systems will  be deployed, its access 

protocols and the capability to process data in a manner that protects privacy.  

Privacy and data protection. AI systems must guarantee privacy and data protection throughout a sǇsteŵ͛s eŶtiƌe 
l ifecycle.

41
 This includes the information initially provided by the user, as well as the information generated about 

the user over the course of their interaction with the system (e.g. outputs that the AI system generated for specific 

users or how users responded to particular recommendations). Digital records of human behaviour may allow AI 

systems to iŶfeƌ Ŷot oŶlǇ iŶdiǀiduals͛ preferences, but also their sexual orientation, age, gender, religious or political 

views. To allow individuals to trust the data gathering process, it must be ensured that data collected about them 

will  not be used to unlawfully or unfairly discriminate against them.  

Quality and integrity of data. The quality of the data sets used is paramount to the performance of AI systems. 

When data is gathered, it may contain socially constructed biases, inaccuracies, errors and mistakes. This needs to 

be addressed prior to training with any given data set. In addition, the integrity of the data must be ensured. 

Feeding malicious data into an AI system may change its behaviour, particularly with self -learning systems. 

Processes and data sets used must be tested and documented at each step such as planning, training, testing and 

deployment. This should also apply to AI systems that were not developed in-house but acquired elsewhere. 

Access to data. In any given organisation that handles iŶdiǀiduals͛ data ;whether someone is a user of the system or 

not), data protocols governing data access should be put in place. These protocols should outline who can access 

data and under which circumstances. Only duly qualified personnel with the competence and need to access 

iŶdiǀidual͛s data should ďe alloǁed to do so.  

                                                                 
39  

Scenarios where human intervention would not immediately be possible shou ld also be considered. 
40  This ĐoŶĐeƌŶs files that ǁill ƌepliĐate eaĐh step of the AI sǇsteŵ͛s deǀelopŵeŶt pƌoĐess, fƌoŵ ƌeseaƌĐh aŶd iŶitial data Đoll ection 

to the results.
 

41  
Reference can be made to existing privacy laws, such as the GDPR or the forthco ming ePrivacy Regulation.
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1.4 Transparency  

This requirement is closely l inked with the principle of explicability and encompasses transparency of elements 

relevant to an AI system: the data, the system and the business models.  

Traceability. The data sets aŶd the pƌoĐesses that Ǉield the AI sǇsteŵ͛s deĐisioŶ, iŶcluding those of data gathering 

and data labell ing as well as the algorithms used, should be documented to the best possible standard to allow for 

traceability and an increase in transparency. This also applies to the decisions made by the AI system. This enables 

identification of the reasons why an AI-decision was erroneous which, in turn, could help prevent future mistakes. 

Traceability facil itates auditabil ity as well as explainability. 

Explainability. Explainability concerns the abil ity to explain both the technical processes of an AI system and the 

related human decisions (e.g. application areas of a system). Technical explainability requires that the decisions 

made by an AI system can be understood and traced by human beings. Moreover, trade-offs might have to be made 

between enhancing a system's explainability (which may reduce its accuracy) or increasing its accuracy (at the cost 

of explainability). Whenever an AI system has a significant impact on people͛s  l ives, it should be possible to demand 

a suitaďle eǆplaŶatioŶ of the AI sǇsteŵ͛s deĐisioŶ-making process. Such explanation should be timely and adapted 

to the expertise of the stakeholder concerned (e.g. layperson, regulator or researcher). In addition, explanations of 

the degree to which an AI system influences and shapes the organisational decision-making process, design choices 

of the system, and the rationale for deploying it, should be available (hence ensuring business model transparency).  

Communication. AI systems should not represent themselves as humans to users ; humans have the right to be 

informed that they are interacting with an AI system. This entails that AI systems must be identifiable as such. In 

addition, the option to decide against this interaction in favour of human interaction should be provided where 

needed to ensure compliance with fundamental rights . Beyond this, the AI systeŵ͛s Đapaďilities and limitations 

should be communicated to AI practitioners or end-users in a manner appropriate to the use case at hand. This 

could encompass communication of the AI system's level of accuracy, as well as its l imitations.    

 

1.5 Diversity, non-discrimination and fairness 

In order to achieve Trustworthy AI, we must enable inclusion and diversity throughout the entire AI sǇsteŵ͛s l ife 
cycle. Besides the consideration and involvement of all  affected stakeholders throughout the process, this also 

entails ensuring equal access through inclusive design processes as well as equal treatment. This requirement is 

closely l inked with the principle of fairness. 

Avoidance of unfair bias. Data sets used by AI systems (both for training and operation) may suffer from the 

inclusion of inadvertent historic bias, incompl eteness and bad governance models. The continuation of such biases 

could lead to unintended (in)direct prejudice and discrimination
42

 against certain groups or people, potentially 

exacerbating prejudice and marginalisation. Harm can also result from the intentional exploitation of (consumer) 

biases or by engaging in unfair competition, such as the homogenisation of prices by means of collusion or a non-

transparent market.
43

 Identifiable and discriminatory bias should be removed in the collection phase where 

possible. The way in which AI systems are developed (e.g. algorithms͛ programming) may also suffer from unfair 

bias. This could be counteracted by putting in place oǀeƌsight pƌoĐesses to aŶalǇse aŶd addƌess the sǇsteŵ͛s 
purpose, constraints, requirements and decisions in a clear and transparent manner. Moreover, hiring from diverse 

backgrounds, cultures and disciplines can ensure diversity of opinions and should be encouraged.  

Accessibility and universal design. Particularly in business-to-consumer domains, systems should be user-centric 

and designed in a way that allows all  people to use AI products or services, regardless of their age, gender, abil ities 

or characteristics. Accessibil ity to this technology for persons with disabil ities, which are present in all  societal 

                                                                 
42

  For a definition of direct and indirect discrimination, see for instance Article 2 of Council Directive 2000/78/EC of 27 Nove mber 

2000 establishing a general framework for equal treatment in employment and occupation. See also  Article 21 of the Charter of 

Fundamental Rights of the EU. 
43  

See the EU Agency for Fundamental Rights ͛ papeƌ: ͞BigData: Discrimination in data -supported decision making͟, 2018, 

http://fra.europa.eu/en/publication/2018/big-data-discrimination.
 

http://fra.europa.eu/en/publication/2018/big-data-discrimination
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groups, is of particular importance. AI systems should not have a one-size-fits-all  approach and should consider 

Universal Design
44 

principles addressing the widest possible range of users, following relevant accessibil ity 

standards.
45

 This will  enable equitable access and active participation of all  people in existing and emerging 

computer-mediated human activities and with regard to assistive technologies.
46 

 

Stakeholder Participation. In order to develop AI systems that are trustworthy, it is advisable to consult 

stakeholders who may directly or indirectly be affected by the system throughout its l ife cycle. It is beneficial to 

solicit regular feedback even after deployment and set up longer term mechanisms for stakeholder participation, for 

example by ensuring workers information, consultation and participation throughout the whole process of 

implementing AI systems at organisations. 

 

1.6 Societal and environmental well-being 

In l ine with the principles of fairness and prevention of harm, the broader society, other sentient beings and the 

environment should be also considered as stakeholders throughout the AI sǇsteŵ͛s l ife cycle. Sustainability and 

ecological responsibil ity of AI systems should be encouraged, and research should be fostered into AI solutions 

addressing areas of global concern, such as for instance the Sustainable Development Goals. Ideally, AI systems 

should be used to benefit all  human beings, including future generations. 

Sustainable and environmentally friendly AI. AI systems promise to help tackling some of the most pressing societal 

concerns, yet it must be ensured that this occurs in the most environmentally friendly way possible. The sǇsteŵ͛s 
development, deployment and use process, as well as its entire supply chain, should be assessed in this regard, e.g. 

via a critical examination of the resource usage and energy consumption during training, opting for less harmful 

choices. Measures securing the environmental friendliness of AI systems͛ entire supply chain should be encouraged.  

Social impact. Ubiquitous exposure to social AI systems
47 

in all  areas of our l ives (be it in education, work, care or 

entertainment) may alter our conception of social agency, or impact our social relationships and attachment. While 

AI systems can be used to enhance social skills ,
48

 they can equally contribute to their deterioration. This could also 

affeĐt people͛s phǇsiĐal and mental wellbeing. The effects of these systems must therefore be carefully monitored 

and considered.  

Society and Democracy. Beyond assessing the impact of an AI system͛s development, deployment and use on 

individuals, this impact should also be assessed from a societal perspective, taking into account its effect on 

institutions, democracy and society at large. The use of AI systems should be given careful consideration particularly 

in situations relating to the democratic process, including not only political decision-making but also electoral 

contexts.  

 

1.7 Accountability  

The requirement of accountability complements the above requirements , and is closely l inked to the principle of 

fairness. It necessitates that mechanisms be put in place to ensure responsibil ity and accountability for AI systems 

and their outcomes, both before and after their development, deployment and use.  

Auditability. Auditabil ity entails the enablement of the assessment of algorithms, data and design processes. This 

does not necessarily imply that information about business models and intellectual property related to the AI 

                                                                 
44

  Article 42 of the Public Procurement Directive requires technical specifications to consider  accessibility and ͚design for all͛. 
45  

 For instance EN 301 549. 
46

  This requirement links to the United Nations Convention on the Rights of Persons with Disabilities.  
47  

This denotes AI systems communicating and interacting with humans by simulating sociality in human robot interaction 

(embodied AI) or as avatars in virtual reality. By doing so, those systems have the potential to change our socio-cultural practices 

and the fabric of our social life.
 

48  
See for instance the EU-funded project developing AI-based software that enables robots to interact more effectively with 

autistic children in human-led therapy sessions, helping to improve their social and communication skills: 

http://ec.europa.eu/research/infocentre/article_en.cfm?id=/research/headlines/news/article_19_03_12_en.html?infocentre&it

em=Infocentre&artid=49968  

http://ec.europa.eu/research/infocentre/article_en.cfm?id=/research/headlines/news/article_19_03_12_en.html?infocentre&item=Infocentre&artid=49968
http://ec.europa.eu/research/infocentre/article_en.cfm?id=/research/headlines/news/article_19_03_12_en.html?infocentre&item=Infocentre&artid=49968
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system must always be openly available. Evaluation by internal and external auditors , and the availabil ity of such 

evaluation reports, can contribute to the trustworthiness of the technology. In applications affecting fundamental 

rights, including safety-critical applications, AI systems should be able to be independently audited. 

Minimisation and reporting of negative impacts. Both the abil ity to report on actions  or decisions that contribute 

to a certain system outcome, and to respond to the consequences of such an outcome, must be ensured. 

Identifying, assessing, documenting and minimising the potential negative impacts of AI systems is especially crucial 

for those (in)directly affected. Due protection must be available for whistle-blowers, NGOs, trade unions or other 

entities when reporting legitimate concerns about an AI system. The use of impact assessments (e.g. red teaming or 

forms of Algorithmic Impact Assessment) both prior to and during the development, deployment and use of AI 

systems can be helpful to minimise negative impact. These assessments must be proportionate to the risk that the 

AI systems pose. 

Trade-offs. When implementing the above requirements, tensions may arise between them, which may lead to 

inevitable trade-offs. Such trade-offs should be addressed in a rational and methodological manner  within the state 

of the art. This entails that relevant interests and values implicated by the AI system should be identified and that, if 

conflict arises, trade-offs should be explicitly acknowledged and evaluated in terms of their risk to ethical principles, 

including fundamental rights . In situations in which no ethically acceptable trade-offs can be identified, the 

development, deployment and use of the AI system should not proceed in that form. Any decision about which 

trade-off to make should be reasoned and properly documented. The decision-maker must be accountable for the 

manner in which the appropriate trade-off is being made, and should continually review the appropriateness of the 

resulting decision to ensure that necessary changes can be made to the system where needed.
49

  

Redress. When unjust adverse impact occurs, accessible mechanisms should be foreseen that ensure adequate 

redress.
50

 Knowing that redress is possible when things go wrong is key to ensure trust. Particular attention should 

be paid to vulnerable persons or groups. 

 

2. Technical and non-technical methods to realise Trustworthy AI 

To implement the above requirements, both technical and non-technical methods can be employed. These 

encompass all  stages of an AI sǇsteŵ͛s l ife ĐǇĐle. An evaluation of the methods employed to implement the 

requirements, as well as reporting and justifying
51

 changes to the implementation processes, should occur on an 

ongoing basis. AI systems are continuously evolving and acting in a dynamic environment. The realisation of 

Trustworthy AI is therefore a continuous process, as depicted in Figure 3 here below. 
 

 

Figure 3: Realising Trustworthy AI throughout the system’s entire life cycle  

                                                                 
49

  Different governance models can help achieving this. E.g. the presence of an internal and/or external ethical (and sector specific) 

expert or board might be useful to highlight areas of potential conflict and suggest ways in which that conflict might best b e 

resolved. Meaningful consultation and discussion with stakeholders, including those at risk of being adverse ly affected by an AI 

system is useful too. European universities should take a leading role in training the ethics experts needed.  
50 

 “ee also the EuƌopeaŶ UŶioŶ AgeŶĐǇ foƌ FuŶdaŵeŶtal ‘ights' OpiŶioŶ oŶ ͚ IŵpƌoǀiŶg aĐĐess to ƌeŵedǇ iŶ the aƌea of ďusiŶess and 

huŵaŶ ƌights at the EU leǀel͛, 2017, https://fra.europa.eu/en/opinion/2017/business -human-rights. 
 

51 
 This entails e.g. justification of the choices in the sǇsteŵ͛s design, development and deployment to implement the requirements. 

https://fra.europa.eu/en/opinion/2017/business-human-rights
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The following methods can be either complementary or alternative to each other, since different requirements – 

and different sensitivities – may raise the need for different methods of implementation. This overview is  neither 

meant to be comprehensive or exhaustive, nor mandatory. Rather, its aim is to offer a l ist of suggested methods 

that may help to implement Trustworthy AI. 
  

2.1. Technical methods  

This section describes technical methods to ensure Trustworthy AI that can be incorporated in the design, 

development and use phases of an AI system. The methods l isted below vary in level of maturity.
52

 

▪ Architectures for Trustworthy AI 

Requirements for Trustworthy AI should ďe ͞tƌaŶslated͟ iŶto pƌoĐeduƌes aŶd/oƌ ĐoŶstƌaiŶts oŶ pƌoĐeduƌes, ǁhiĐh 
should be anchored in the AI sǇsteŵ͛s  architecture. This Đould ďe aĐĐoŵplished thƌough a set of ͞ǁhite l ist͟ ƌules 
(behaviours or states) that the sǇsteŵ should alǁaǇs folloǁ, ͞ ďlaĐk l ist͟ ƌestƌiĐtioŶs oŶ ďehaǀiouƌs oƌ states that the 
system should never transgress, and mixtures of those or more complex provable guarantees regarding the sǇsteŵ͛s 
behaviour. MoŶitoƌiŶg of the sǇsteŵ͛s ĐoŵpliaŶĐe ǁith these ƌestƌiĐtioŶs duƌiŶg opeƌatioŶs may be achieved by a 

separate process. 

AI systems with learning capabilities that can dynamically adapt their behaviour can be understood as non-

deterministic systems possibly exhibiting unexpected behaviour. These are often considered through the theoretical 

lens of a ͞seŶse-plan-aĐt͟ ĐǇĐle. Adapting this architecture to ensure Trustworthy AI requires the requirements ͛ 
integration at all  three steps of the cycle: (i) at the ͞seŶse͟-step, the system should be developed such that it 

recognises all  environmental elements necessary to ensure adherence to the requirements; (i i) at the ͞plaŶ͟-step, 

the system should only consider plans that adhere to the requirements; (i i i) at the ͞aĐt͟-step, the sǇsteŵ͛s aĐtioŶs 
should be restricted to behaviours that realise the requirements.  

The architecture as sketched above is generic and only provides an imperfect description for most AI systems. 

Nevertheless, it gives anchor points for constraints and policies that should be reflected in specific modules to result 

in an overall  system that is trustworthy and perceived as such. 

▪ Ethics and rule of law by design (X-by-design) 

Methods to ensure values-by-design provide precise and explicit l inks between the abstract principles which the 

system is required to respect and the specific implementation decisions. The idea that compliance with norms can 

be implemented into the design of the AI system is key to this method. Companies are responsible for identifying 

the impact of their AI systems from the very start, as well as the norms their AI system ought to comply with to 

aǀeƌt Ŷegatiǀe iŵpaĐts. DiffeƌeŶt ͞ďǇ-desigŶ͟ ĐoŶĐepts aƌe al ready widely used, e.g. privacy-by-design and security-

by-design. As indicated above, to earn trust AI needs to be secure in its processes, data and outcomes, and should 

be designed to be robust to adversarial data and attacks. It should implement a mechanism for fail -safe shutdown 

and enable resumed operation after a forced shut-down (such as an attack).  

▪ Explanation methods  

For a system to be trustworthy, we must be able to understand why it behaved a certain way and why it provided a 

given interpretation. A whole field of research, Explainable AI (XAI) tries to address this issue to better understand 

the sǇsteŵ͛s underlying mechanisms and find solutions. Today, this is sti ll  an open challenge for AI systems based on 

neural networks. Training processes with neural nets can result in network parameters set to numerical values that 

are difficult to correlate with results. Moreover, sometimes small changes in data values might result in dramatic 

changes in interpretation, leading the system to e.g. confuse a school bus with an ostrich. This vulnerability can also 

be exploited during attacks on the system. Methods involving XAI res earch are vital not only to explain the system͛s  
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While some of these methods are already available today, others still require more research. Those areas where further research 

is needed will also inform the AI HLEG's second deliverable , i.e. the Policy and Investment Recommendations .  
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behaviour to users, but also to deploy reliable technology. 

▪ Testing and validating 

Due to the non-deterministic and context-specific nature of AI systems, traditional testing is not enough. Failures of 

the concepts and representations used by the system may only manifest when a programme is applied to 

sufficiently realistic data. Consequently, to verify and validate processing of data, the underlyi ng model must be 

carefully monitored during both training and deployment for its stabil ity, robustness and operation within well -

understood and predictable bounds. It must be ensured that the outcome of the planning process is consistent with 

the input, and that the decisions are made in a way allowing validation of the underlying process.  

Testing and validation of the system should occur as early as possible, ensuring that the system behaves as intended 

throughout its entire l ife cycle and especially after deployment. It should include all  components of an AI system, 

including data, pre-trained models, environments and the behaviour of the system as a whole. The testing processes 

should be designed and performed by an as diverse group of people as possible. Multiple metrics should be 

developed to cover the categories that are being tested for different perspectives. Adversarial testing by trusted and 

diǀeƌse ͞ƌed teaŵs͟ deliďeƌatelǇ atteŵptiŶg to ͞ďƌeak͟ the sǇsteŵ to fiŶd ǀulŶeƌaďilities, aŶd ͞ďug ďouŶties͟ that 
incentivise outsiders to detect and responsibly report system errors and weaknesses, can be considered. Finally, it 

must be ensured that the outputs or actions are consistent with the results of the preceding processes , comparing 

them to the previously defined policies to ensure that they are not violated. 

▪ Quality of Service Indicators 

Appropriate quality of service indicators can be defined for AI systems to ensure that there is a baseline 

understanding as to whether they have been tested and developed with security and safety considerations in mind. 

These indicators could include measures to evaluate the testing and training of algorithms as well as traditional 

software metrics of functionality, performance, usability, reliabil ity, security and maintainability. 

 

2.2. Non-technical methods  

This section describes a variety of non-technical methods that can serve a valuable role in securing and maintaining 

Trustworthy AI. These too should be evaluated on an ongoing basis.  

▪ Regulation  

As ŵeŶtioŶed aďoǀe, ƌegulatioŶ to suppoƌt AI͛s trustworthiness already exists today – think of product safety 

legislation and liabil ity frameworks. To the extent we consider that regulation may need to be revised, adapted or 

introduced, both as a safeguard and as an enabler, this will  be raised in our second deliverable, consisting of AI 

Policy and Investment Recommendations .  

▪ Codes of conduct  

Organisations and stakeholders can sign up to the Guidelines and adapt their charter of corporate responsibil ity, Key 

PeƌfoƌŵaŶĐe IŶdiĐatoƌs ;͞KPIs͟Ϳ, theiƌ Đodes of ĐoŶduĐt oƌ iŶteƌŶal poliĐǇ doĐuŵeŶts to add the stƌiǀiŶg toǁaƌds 
Trustworthy AI. An organisation working on or with AI systems can, more generally, document its intentions, as well 

as underwrite them with standards of certain desirable values such as fundamental rights, transparency and the 

avoidance of harm. 

▪ Standardisation 

Standards, for example for design, manufacturing and business practices, can function as a quality management 

system for AI users, consumers, organisations, research institutions and governments by offering the abil ity to 

recognise and encourage ethical conduct through their  purchasing decisions. Beyond conventional standards, co-

regulatory approaches exist: accreditation systems, professional codes of ethics or standards for fundamental rights 

compliant design. Current examples are e.g. ISO Standards  or the IEEE P7000 standards series, but in the future a 

possiďle ͚Trustworthy AI' label might be suitable, confirming by reference to specific technical standards that the 

system, for instance, adheres to safety, technical robustness and transparency. 
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▪ Certification  

As it cannot be expected that everyone is able to fully understand the workings and effects of AI systems, 

consideration can be given to organisations that can attest to the broader public that an AI system is transparent, 

accountable and fair.
53

 These certifications would apply standards developed for different application domains and 

AI techniques, appropriately aligned with the industrial and societal standards of different contexts. Certification 

can however never replace responsibil ity. It should hence be complemented by accountability frameworks, 

including disclaimers as well as review and redress mechanisms.
54

 

▪ Accountability via governance frameworks 

Organisations should set up governance frameworks, both internal and external, ensuring accountability for the 

ethical dimensions of decisions associated with the development, depl oyment and use of AI systems. This can, for 

instance, include the appointment of a person in charge of ethics issues relating to AI  systems, or an 

internal/external  ethics panel or board. Amongst the possible roles of such a person, panel or board, is to provide 

oversight and advice. As set out above, certification specifications and bodies can also play a role to this end. 

Communication channels should be ensured wi th industry and/or public oversight groups, sharing best practices, 

discussing dilemmas or reporting emerging issues of ethical concerns. Such mechanisms can complement but 

cannot replace legal oversight (e.g. in the form of the appointment of a data protection officer or equivalent 

measures, legally required under data protection law).  

▪ Education and awareness to foster an ethical mind-set 

Trustworthy AI encourages the informed participation of all  stakeholders. Communication, education and training 

play an important role, both to ensure that knowledge of the potential impact of AI  systems is widespread, and to 

make people aware that they can participate in shaping the societal development. This includes all  stakeholders, 

e.g. those involved in making the products (the designers and developers), the users (companies or individuals) and 

other impacted groups (those who may not purchase or use an AI system but for whom decisions are made by an AI 

system, and society at large). Basic AI l iteracy should be fostered across society. A prerequisite for educating the 

public is to ensure the proper skil ls and training of ethicists in this space.  

▪ Stakeholder participation and social dialogue 

The benefits of AI systems are many, and Europe needs to ensure that they are available to all. This requires an 

open discussion and the involvement of social partners and stakeholders, including the general public. Many 

organisations already rely on stakeholder panels to discuss the use of AI systems and data analytics. These panels 

include various members, such as legal experts, technical experts, ethicists, consumer representatives and workers. 

Actively seeking participation and dialogue on the use and impact of AI systems supports the evaluation of results 

and approaches, and can particularly be helpful in complex cases.  

▪ Diversity and inclusive design teams 

Diversity and inclusion play an essential role when developing AI systems that will  be employed in the real world. It 

is critical that, as AI systems perform more tasks on their own, the teams that design, develop, test and maintain , 

deploy and procure these systems reflect the diversity of users and of society in general. This contributes to 

objectivity and consideration of different perspectives, needs and objectives. Ideally, teams are not only diverse in 

terms of gender, culture, age, but also in terms of professional backgrounds and skil l  sets. 
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As advocated by e.g. the IEEE Ethically Aligned Design Initiative: https://standards.ieee.org/industry-

connections/ec/autonomous-systems.html. 
54  

For more on the limitations of certification, see: https://ainowinstitute.org/AI_Now_2018_Report.pdf. 

https://standards.ieee.org/industry-connections/ec/autonomous-systems.html
https://standards.ieee.org/industry-connections/ec/autonomous-systems.html
https://ainowinstitute.org/AI_Now_2018_Report.pdf
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Key guidance derived from Chapter II: 

 Ensure that the AI sǇsteŵ͛s eŶtiƌe l ife ĐǇĐle meets the seven key requirements for Trustworthy AI: (1) 

human agency and oversight, (2) technical robustness and safety, (3) privacy and data governance, (4) 

transparency, (5) diversity, non-discrimination and fairness, (6) environmental and societal well -being and 

(7) accountability.  

 Consider technical and non-technical methods to ensure the implementation of those requirements.  

 Foster research and innovation to help assessing AI systems and to further the achievement of the 

requirements; disseminate results and open questions to the wider public, and systematically train a new 

generation of experts in AI ethics. 

 Communicate, in a clear and proactive manner, information to stakeholders about the AI sǇsteŵ͛s 
capabilities and limitations, enabling realistic expectation setting, and about the manner in which the 

requirements are implemented. Be transparent about the fact that they are dealing with an AI system. 

 Facil itate the traceability and auditabil ity of AI systems, particularly in critical contexts and situations.  

 Involve stakeholdeƌs thƌoughout the AI sǇsteŵ͛s l ife ĐǇĐle. Fosteƌ training and education so that al l  

stakeholders are aware of and trained in Trustworthy AI. 

 Be mindful that there might be fundamental tensions between different principles and requirements. 

Continuously identify, evaluate, document and communicate these trade-offs and their solutions. 

 

III. Chapter III: Assessing Trustworthy AI  

Based on the key requirements of Chapter II, this Chapter sets out a non-exhaustive Trustworthy AI assessment 

list (pilot version) to operationalise Trustworthy AI. It particularly applies to AI systems that directly interact 

with users, and is primarily addressed to developers and deployers of AI systems (whether self-developed or 

acquired from third parties). This assessment l ist does not address the operationalisation of the first component 

of Trustworthy AI (lawful AI). Compliance with this assessment l ist is not evidence of legal compliance, nor is it 

intended as guidance to ensure compliance with applicable law. Given the application-specificity of AI systems, 

the assessment l ist will need to be tailored to the specific use case and context in which the system operates. In 

addition, this chapter offers a general  recommendation on how to implement the assessment l ist for 

Trustworthy AI though a governance structure embracing both operational and management level.    

The assessment l ist and governance structure will  be developed in close collaboration with stakeholder s across 

the public and private sector. The process will  be driven as  a piloting process, allowing for extensive feedback 

from two parallel processes: 

a) a qualitative process, ensuring representability, where a small selection of companies, organisations  

and institutions (from different sectors and of different sizes) will  sign up to pilot the assessment l ist 

and the governance structure in practice and to provide in-depth feedback; 

b) a quantitative process where all  interested stakeholders can sign up to pilot the assessment l ist and 

provide feedback through an open consultation. 

After the piloting phase, we will  integrate the results from the feedback process into the assessment l ist and 

prepare a revised version in early 2020. The aim is to achieve a framework that can be horizontally used across 

all  applications and hence offer a foundation for ensuring Trustworthy AI in all  domains. Once such foundation 

has been established, a sectorial  or application-specific framework could be developed.    

 Governance 

Stakeholders may wish to consider how the Trustworthy AI assessment l ist can be implemented in their 

organisation. This can be done by incorporating the assessment process into existing governance mechanisms, 

or by implementing new processes. This choice will  depend on the internal structure of the organisation as well 

as its size and available resources.  
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Research demonstrates that management attention at the highest level is essential to achieve change.
55

 It also 

demonstrates that involving all  stakeholders in a company, organisation or institution fosters the acceptance 

and the relevance of the introduction of any new process (whether or not technological) .
56

 Therefore, we 

recommend implementing a process that embraces both the involvement of operational level as well as top 

management level. 

Level Relevant roles (depending on the organisation) 

Management and 

Board 

Top management discusses and evaluates the AI sǇsteŵs͛ development, deployment or 

procurement and serves as an escalation board for evaluating all  AI innovations and 

uses, when critical concerns are detected. It involves those impacted by the possible 

introduction of AI systems (e.g. workers) and their representatives throughout the 

process via information, consultation and participation procedures. 

Compliance/Legal 

department/Corporate 

responsibility 

department 

The responsibility department monitors the use of the assessment l ist and its necessary 

evolution to meet the technological or regulatory changes. It updates the standards or 

internal policies on AI systems and ensures that the use of such systems complies with 

the current legal and regulatory framework and to the values of the organisation. 

Product and Service 

Development or 

equivalent 

The Product and Service Development department uses the assessment l ist to evaluate 

AI-based products and services and logs all  the results. These results are discussed at 

management level , which ultimately approves the new or revised AI-based applications.   

Quality Assurance The Quality Assurance department (or equivalent) ensures and checks the results of the 

assessment l ist and takes action to escalate an issue higher up if the result is not 

satisfactory or if unforeseen results are detected. 

HR The HR department ensures the right mix of competences and diversity of profi les for 

developers of AI systems. It ensures that the appropriate level of training is delivered on 

Trustworthy AI inside the organisation. 

Procurement The procurement department ensures that the process to procure AI-based products or 

services includes a check of Trustworthy AI. 

Day-to-day Operations Developers and project managers include the assessment l ist in their daily work and 

document the results and outcomes of the assessment. 

 

 Using the Trustworthy AI assessment list 

When using the assessment l ist in practice, we recommend paying attention not only to the areas of concern 

but also to the questions that cannot be (easily) answered. One potential problem might be the lack of diversity 

of skil ls and competences in the team developing and testing the AI system, and therefore it might be necessary 

to involve other stakeholders inside or outside the organisation. It is  strongly recommended to log all  results 

both in technical terms and in management terms , ensuring that the problem solving can be understood at all  

levels in the governance structure.  

This assessment l ist is meant to guide AI practitioners to achieve Trustworthy AI. The assessment should be 

tailored to the specific use case in a proportionate way. During the piloting phase, specific sensitive areas might 

be revealed and the need for further specifications in such cases will  be evaluated in the next steps. While this 
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https://www.mckinsey.com/business -functions/operations/our-insights/secrets-of-successful-change-implementation
  

56  
See for instance A. Bryson, E. Barth and H. Dale-Olsen, The Effects of Organisational change on worker well -being and the 

moderating role of trade unions, ILRReview, ϲϲ;ϰͿ, JulǇ ϮϬϭϯ; JiƌjahŶ, U. aŶd “ŵith, “.C. ;ϮϬϬϲͿ. ͚ What FaĐtoƌs Lead MaŶageŵeŶt 
to Support or Oppose Employee Participation—With aŶd Without Woƌks CouŶĐils? HǇpotheses aŶd EǀideŶĐe fƌoŵ GeƌŵaŶǇ͛s 
Industrial Relations, 45(4), 650–ϲϴϬ; MiĐhie, J. aŶd “heehaŶ, M. ;ϮϬϬϯͿ. ͚ Laďouƌ ŵaƌket deƌegulatioŶ, ͞ fleǆiďilitǇ͟ aŶd iŶŶoǀatioŶ ,͛ 
Cambridge Journal of Economics, 27(1), 123–143. 

https://www.mckinsey.com/business-functions/operations/our-insights/secrets-of-successful-change-implementation
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assessment l ist does not provide concrete answers to address the raised questions, it encourages reflection on 

how Trustworthy AI can be operationalised, and on the potential steps that should be taken in this regard. 
 

 Relation to existing law and processes 

It is also important for AI practitioners to recognise that there are various existing laws mandating particular 

processes or prohibiting particular outcomes, which may overlap and coincide with some of the measures l isted 

in the assessment l ist. For example, data protection law sets out a series  of legal requirements that must be 

met by those engaged in the collection and processing of personal data. Yet, because Trustworthy AI also 

requires the ethical handling of data, internal procedures and policies aimed at securing compliance with data 

protection laws might also help to facil i tate ethical data handling and can hence complement existing legal 

processes. Compliance with this assessment l ist is not, however, evidence of legal compliance, nor is it intended 

as guidance to ensure compliance with applicable laws.  

Moreover, many AI practitioners already have existing assessment tools and software development processes 

in place to ensure compliance also with non-legal standards. The below assessment should not necessarily be 

carried out as a stand-alone exercise, but can be incorporated into such existing practices.   

 

TRUSTWORTHY AI ASSESSMENT LIST (PILOT VERSION) 
 

1. Human agency and oversight 

Fundamental rights: 

 Did you carry out a fundamental rights impact assessment where there could be a negative impact on 

fundamental rights? Did you identify and document potential trade-offs made between the different 

principles and rights?  

 Does the AI system interact with decisions by human (end) users (e.g. recommended actions or 

decisions to take, presenting of options)? 

 Could the AI sǇsteŵ affeĐt huŵaŶ autoŶoŵǇ ďǇ iŶteƌfeƌiŶg ǁith the ;eŶdͿ useƌ͛s deĐisioŶ -making 

process in an unintended way? 

 Did you consider whether the AI system should communicate to (end) users that a decision, 

content, advice or outcome is the result of an algorithmic decision?  

 In case of a chat bot or other conversational system, are the human end users made aware that 

they are interacting with a non-human agent?  

Human agency: 

 Is the AI system implemented in work and labour process? If so, did you consider the task allocation 

between the AI system and humans for meaningful interactions and appropriate human oversight and 

control?  

 Does the AI system enhance or augment human capabilities? 

 Did you take safeguards to prevent overconfidence in or overreliance on the AI system for work 

processes? 

Human oversight: 

 Did you consider the appropriate level of human control for the particular AI system and use case? 

 Can you describe the level of human control or involvement?  

 Who is the ͞huŵaŶ iŶ ĐoŶtƌol͟ aŶd ǁhat aƌe the ŵoŵeŶts oƌ tools foƌ huŵaŶ iŶteƌǀeŶtioŶ?  

 Did you put in place mechanisms and measures to ensure human control or oversight? 

 Did you take any measures to enable audit and to remedy issues related to governing AI 

autonomy? 

 Is there is a self-learning or autonomous AI system or use case? If so, did you put in place more 

specific mechanisms of control and oversight? 

 Which detection and response mechanisms did you establish to assess whether something could 

go wrong? 
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 Did you ensure a stop button or procedure to safely abort an operation where needed? Does this 

procedure abort the process entirely, in part, or delegate control to a human? 

 

2. Technical robustness and safety 

Resilience to attack and security:  

 Did you assess potential forms of attacks to which the AI system could be vulnerable?  

 Did you consider different types and natures of vulnerabilities, such as data pollution, physical 

infrastructure, cyber-attacks? 

 Did you put measures or systems in place to ensure the integrity and resil ience of the AI system 

against potential attacks? 

 Did you verify how your system behaves in unexpected situations and environments?  

 Did you consider to what degree your system could be dual -use? If so, did you take suitable 

preventative measures against this case (including for instance not publishing the research or 

deploying the system)? 

Fallback plan and general safety: 

 Did you ensure that your system has a sufficient fallback plan if it encounters adversarial attacks or 

other unexpected situations (for example technical switching procedures  or asking for a human 

operator before proceeding)? 

 Did you consider the level of risk raised by the AI system in this specific use case? 

 Did you put any process in place to measure and assess risks and safety? 

 Did you provide the necessary information in case of a risk for human physical integrity?   

 Did you consider an insurance policy to deal with potential damage from the AI system? 

 Did you identify potential safety risks of (other) foreseeable uses of the technology, including 

accidental or malicious misuse? Is there a plan to mitigate or manage these risks? 

 Did you assess whether there is a probable chance that the AI system may cause damage or harm to 

users or third parties? Did you assess the l ikelihood, potential damage, impacted audience and 

severity?  

 Did you consider the l iabil ity and consumer protection rules, and take them into account?  

 Did you consider the potential impact or safety risk to the environment or to animals?  

 Did your risk analysis include whether security or network problems such as cybersecurity 

hazards could pose safety risks or damage due to unintentional behaviour of the AI system? 

 Did you estimate the l ikely impact of a failure of your AI system when it provides wrong results, 

becomes unavailable, or provides societally unacceptable results (for example discrimination)?  

 Did you define thresholds and did you put governance procedures in place to trigger 

alternative/fallback plans? 

 Did you define and test fallback plans? 

Accuracy 

 Did you assess what level and definition of accuracy would be required in the context of the AI system 

and use case? 

 Did you assess how accuracy is measured and assured?  

 Did you put in place measures to ensure that the data used is comprehensive and up to date?  

 Did you put in place measures in place to assess whether there is a need for additional data, for 

example to improve accuracy or to eliminate bias? 

 Did you verify what harm would be caused if the AI system makes inaccurate predictions?  

 Did you put in place ways to measure whether your system is making an unacceptable amount of 

inaccurate predictions? 

 Did you put in place a series of steps to increase the system's accuracy? 

 

Reliability and reproducibility: 
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 Did you put in place a strategy to monitor and test if the AI system is meeting the goals, purposes and 

intended applications? 

 Did you test whether specific contexts or particular conditions need to be taken into account to 

ensure reproducibil ity? 

 Did you put in place verification methods to measure and ensure different aspects of the 

system's reliabil ity and reproducibil ity?  

 Did you put in place processes to describe when an AI system fails in certain types of settings? 

 Did you clearly document and operationalise these processes for the testing and verification of 

the reliabil ity of AI systems? 

 Did you establish mechanisms of communication to assure (end-)users of the sǇsteŵ͛s  reliability? 
 

3. Privacy and data governance 

Respect for privacy and data Protection: 

 Depending on the use case, did you establish a mechanism allowing others to flag issues related to 

privacy or data pƌoteĐtioŶ iŶ the AI sǇsteŵ͛s pƌoĐesses  of data collection (for training and operation) 

and data processing? 

 Did you assess the type and scope of data in your data sets (for example whether they contain 

personal data)?  

 Did you consider ways to develop the AI system or train the model without or with minimal use of 

potentially sensitive or personal data? 

 Did you build in mechanisms for notice and control over personal data depending on the use case 

(such as valid consent and possibil ity to revoke, when applicable)? 

 Did you take measures to enhance privacy, such as via encryption, anonymisation and aggregation? 

 Where a Data Privacy Officer (DPO) exists, did you involve this person at an early stage in the process?  

Quality and integrity of data: 

 Did you align your system with relevant standards (for example ISO, IEEE) or widely adopted protocols 

for daily data management and governance?  

 Did you establish oversight mechanisms for data collection, storage, processing and use?  

 Did you assess the extent to which you are in control of the quality of the external data sources used?  

 Did you put in place processes to ensure the quality and integrity of your data? Did you consider other 

processes? How are you verifying that your data sets have not been compromised or hacked? 

Access to data: 

 What protocols, processes and procedures did you follow to manage and ensure proper data 

governance? 

 Did Ǉou assess ǁho ĐaŶ aĐĐess useƌs͛ data, aŶd uŶdeƌ ǁhat ĐiƌĐuŵstaŶĐes?  

 Did you ensure that these persons are qualifi ed and required to access the data, and that they 

have the necessary competences to understand the details of data protection policy? 

 Did you ensure an oversight mechanism to log when, where, how, by whom and for what 

purpose data was accessed? 
 
 

4. Transparency 

Traceability: 

 Did you establish measures that can ensure traceability? This could entail  documenting the following 

methods: 

 Methods used for designing and developing the algorithmic system:  

o Rule-based AI systems: the method of programming or how the model was built;  

o Learning-based AI systems; the method of training the algorithm, including which input 

data was gathered and selected, and how this occurred. 
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 Methods used to test and validate the algorithmic system: 

o Rule-based AI systems; the scenarios or cases used in order to test and validate;  

o Learning-based model: information about the data used to test and validate. 

 Outcomes of the algorithmic system: 

o The outcomes of or decisions taken by the algorithm, as well as potential other decisions 

that would result from different cases (for example, for other subgroups of users). 

Explainability: 

 Did you assess: 

 to what extent the decisions and hence the outcome made by the AI system can be understood? 

 to ǁhat degƌee the sǇsteŵ͛s deĐisioŶ iŶflueŶĐes the oƌgaŶisatioŶ͛s deĐisioŶ -making processes? 

 why this particular system was deployed in this specific area? 

 what the sǇsteŵ͛s business model is (for example, how does it create value for the orga nisation)? 

 Did you ensure an explanation as to why the system took a certain choice resulting in a certain 

outcome that all  users can understand? 

 Did you design the AI system with interpretability in mind from the start? 

 Did you research and try to use the simplest and most interpretable model possible for the 

application in question? 

 Did you assess whether you can analyse your training and testing data? Can you change and 

update this over time? 

 Did you assess whether you can examine interpretability after the ŵodel͛s tƌaiŶiŶg aŶd 
development, or whether you have access to the internal workflow of the model? 

Communication: 

 Did you communicate to (end-)users – through a disclaimer or any other means – that they are 

interacting with an AI system and not with another human? Did you label your AI system as such? 

 Did you establish mechanisms to inform (end-)users on the reasons and criteria behind the AI 

sǇsteŵ͛s outĐoŵes? 

 Did you communicate this clearly and intell igibly to the intended audience?  

 Did you establ ish pƌoĐesses that ĐoŶsideƌ useƌs͛ feedďaĐk aŶd use this to adapt the sǇsteŵ?  

 Did you communicate around potential or perceived risks, such as bias? 

 Depending on the use case, did you consider communication and transparency towards other 

audiences, third parties or the general public? 

 Did you clarify the purpose of the AI system and who or what may benefit from the product/service?  

 Did you specify usage scenarios for the product and clearly communicate these to ensure that it 

is understandable and appropriate for the intended audience? 

 Depending on the use case, did you think about human psychology and potential l imitations, 

such as risk of confusion, confirmation bias or cognitive fatigue? 

 Did you clearly communicate characteristics, l imitations and potential shortcomings of the AI system? 

 In case of the system's development: to whoever is deploying it into a product or service? 

 In case of the system's deployment: to the (end-)user or consumer? 
 

5. Diversity, non-discrimination and fairness 

Unfair bias avoidance: 

 Did you establish a strategy or a set of procedures to avoid creating or reinforcing unfair bias in the AI 

system, both regarding the use of input data as well as for the algorithm design? 

 Did you assess and acknowledge the possible l imitations stemming from the composition of the 

used data sets?  

 Did you consider diversity and representativeness of users in the data? Did you test for specific 

populations or problematic use cases? 

 Did you research and use available technical tools to improve your understanding of the data, 

model and performance? 
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 Did you put in place processes to test and monitor for potential biases during the development, 

deployment and use phase of the system?  

 Depending on the use case, did you ensure a mechanism that allows others to flag issues related to 

bias, discrimination or poor performance of the AI system? 

 Did you establish clear steps and ways of communicating on how and to whom such issues can be 

raised?  

 Did you consider others, potentially indirectly affected by the AI system, in addition to the (end) -

users? 

 Did you assess whether there is any possible decision variabil ity that can occur under the same 

conditions?  

 If so, did you consider what the possible causes of this could be? 

 In case of variability, did you establish a measurement or assessment mechanism of the potential 

impact of such variabil ity on fundamental rights? 

 Did Ǉou eŶsuƌe aŶ adeƋuate ǁoƌkiŶg defiŶitioŶ of ͞faiƌŶess͟ that Ǉou applǇ iŶ desigŶiŶg AI systems?  

 Is your definition commonly used? Did you consider other definitions before choosing this one?  

 Did you ensure a quantitative analysis or metrics to measure and test the applied definition of 

fairness?  

 Did you establish mechanisms to ensure fai rness in your AI systems? Did you consider other 

potential mechanisms?   

Accessibility and universal design: 

 Did you ensure that the AI system accommodates a wide range of individual preferences and 

abil ities? 

 Did you assess whether the AI system usable by those with special needs or disabil ities or those 

at risk of exclusion? How was this designed into the system and how is it verified? 

 Did you ensure that information about the AI system is accessible also to users of assistive 

technologies? 

 Did you involve or consult this community during the development phase of the AI system? 

 Did you take the impact of your AI system on the potential user audience into account?  

 Did you assess whether the team involved in building the AI system is representative of your 

target user audience? Is it representative of the wider population, considering also of other 

groups who might tangentially be impacted?  

 Did you assess whether there could be persons or groups who might be disproportionately 

affected by negative implications? 

 Did you get feedback from other teams or groups that represent different backgrounds and 

experiences? 

Stakeholder participation: 

 Did Ǉou ĐoŶsideƌ a ŵeĐhaŶisŵ to iŶĐlude the paƌtiĐipatioŶ of diffeƌeŶt stakeholdeƌs iŶ the AI sǇsteŵ͛s 
development and use? 

 Did you pave the way for the introduction of the AI system in your organisation by informing and 

involving impacted workers and their representatives in advance? 
 

6. Societal and environmental well-being 

Sustainable and environmentally friendly AI: 

 Did you estaďlish ŵeĐhaŶisŵs to ŵeasuƌe the eŶǀiƌoŶŵeŶtal iŵpaĐt of the AI sǇsteŵ͛s deǀelopŵeŶt, 
deployment and use (for example the type of energy used by the data centres)? 

 Did Ǉou eŶsuƌe ŵeasuƌes to ƌeduĐe the eŶǀiƌoŶŵeŶtal iŵpaĐt of Ǉouƌ AI sǇsteŵ͛s l ife ĐǇĐle? 

Social impact: 

 In case the AI system interacts directly with humans: 

 Did you assess whether the AI system encourages humans to develop attachment and empathy 

towards the system? 

 Did you ensure that the AI system clearly signals that its social interaction is simulated and that it 
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has Ŷo ĐapaĐities of ͞uŶdeƌstaŶdiŶg͟ aŶd ͞feeliŶg͟? 

 Did you ensure that the social impacts of the AI system are well understood? For example, did you 

assess whether there is a risk of job loss or de-skil l ing of the workforce? What steps have been taken 

to counteract such risks? 

Society and democracy: 

 Did you assess  the ďƌoadeƌ soĐietal iŵpaĐt of the AI sǇsteŵ͛s use ďeǇoŶd the iŶdiǀidual ;eŶd -)user, 

such as potentially indirectly affected stakeholders?  
 

7. Accountability 

Auditability: 

 Did Ǉou estaďlish ŵeĐhaŶisŵs that faĐil itate the sǇsteŵ͛s auditaďil itǇ, suĐh as eŶsuƌiŶg tƌaĐeaďilitǇ 
aŶd loggiŶg of the AI sǇsteŵ͛s pƌoĐesses aŶd outĐoŵes? 

 Did you ensure, in applications affecting fundamental rights (including safety-critical applications) that 

the AI system can be audited independently? 

Minimising and reporting negative Impact: 

 Did you carry out a risk or impact assessment of the AI system, which takes into account different 

stakeholders that are (in)directly affected? 

 Did you provide training and education to help developing accountability practices?  

 Which workers or branches of the team are involved? Does it go beyond the development phase? 

 Do these trainings also teach the potential legal framework applicable to the AI system? 

 Did Ǉou ĐoŶsideƌ estaďlishiŶg aŶ ͚ethiĐal AI ƌeǀieǁ ďoaƌd͛ oƌ a siŵilaƌ ŵeĐhaŶisŵ to disĐuss 
overall  accountability and ethics practices, including potentially unclear grey areas?  

 Did you foresee any kind of external guidance or put in place auditing processes to oversee ethics and 

accountability, in addition to internal initiatives? 

 Did you establish processes for third parties (e.g. suppliers, consumers, distributors/vendors) or 

workers to report potential vulnerabilities, risks or bia ses in the AI system? 

Documenting trade-offs: 

 Did you establish a mechanism to identify relevant interests and values implicated by the AI system 

and potential trade-offs between them?  

 How do you decide on such trade-offs? Did you ensure that the trade-off decision was documented?  

Ability to redress: 

 Did you establish an adequate set of mechanisms that allows for redress in case of the occurrence of 

any harm or adverse impact?  

 Did you put mechanisms in place both to provide information to (end-)users/third parties about 

opportunities for redress? 
 

 

We invite all stakeholders to pilot this Assessment List in practice and to provide feedback on its 

implementability, completeness, relevance for the specific AI application or domain, as well as overlap or 

complementarity with existing compliance or assessment processes. Based on this feedback, a revised 

version of the Trustworthy AI assessment list will be proposed to the Commission in early 2020  

 

Key guidance derived from Chapter III: 

 Adopt a Trustworthy AI assessment list when developing, deploying or using AI  systems, and adapt it to 

the specific use case in which the system is being applied.  

 Keep in mind that such assessment l ist will  never be exhaustive. Ensuring Trustworthy AI is not about 

ticking boxes, but about continuously identifying requirements, evaluating solutions and ensuring 

iŵpƌoǀed outĐoŵes thƌoughout the AI sǇsteŵ͛s l ifeĐǇĐle, aŶd iŶǀolǀiŶg stakeholdeƌs theƌeiŶ. 
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C. EXAMPLES OF OPPORTUNITIES AND CRITICAL CONCERNS RAISED BY AI 

In the following section, we provide examples of AI development and use that should be encouraged, as well as 

examples of where AI development, deployment or use can run counter to our values and may raise specific 

concerns. A balance must be struck between what should and what can be done with AI, and due care must be 

given to what should not be done with AI. 

 

1. Examples of Trustworthy AI’s opportunities 

Trustworthy AI can represent a great opportunity to support the mitigation of pressing challenges facing society 

such as an ageing population, growing social inequality and environmental pollution. This potential  is also reflected 

globally, such as with the UN Sustainable Development Goals.
57

  The following section looks at how to encourage a  

European AI strategy that tackles some of these challenges. 

 Climate action and sustainable infrastructure 

While tackling climate change should be a top priority for policy-makers across the world, digital transformation and 

Trustworthy AI have a great potential to reduce huŵaŶs͛ iŵpaĐt oŶ the eŶǀiƌoŶŵeŶt and enable the efficient and 

effective use of energy and natural resources .
58

 Trustworthy AI can, for instance, be coupled to big data in order to 

detect energy needs more accurately, resulting in more efficient energy infrastructure and consumption.
59

 

Looking at sectors l ike public transportation, AI systems for intell igent transport systems
60

 can be used to minimise 

queuing, optimise routing, allow vision impaired people to be more independent,
61

 optimise energy efficient 

engines and thereby enhance decarboni sation efforts and reduce the environmental footprint, for a greener society. 

Currently, worldwide, one human dies every 23 seconds in a car accident.
62

 AI systems could help to reduce the 

number fatalities significantly, for instance through better reaction times and better adherence to rules.
63

 

 Health and well-being 

Trustworthy AI technologies can be used – and are already being used – to render treatment smarter and more 

targeted, and to help preventing l ife-threatening diseases.
64

 Doctors and medical professionals can potentially 

peƌfoƌŵ a ŵoƌe aĐĐuƌate aŶd detailed aŶalǇsis of a patieŶt͛s Đoŵpleǆ health data, eǀeŶ ďefoƌe people get siĐk , and 

provide tailored preventive treatment.
65

 IŶ the ĐoŶteǆt of Euƌope͛s ageing population, AI technologies and robotics 

can be valuable tools to assist caregivers, support elderly care,
66

 aŶd ŵoŶitoƌ patieŶts͛ ĐoŶditioŶs oŶ a ƌeal tiŵe 

                                                                 
57

  https://sustainabledevelopment.un.org/?menu=1300   
58 

 A number of EU projects aim for the development of Smart  Grids  and  Energy  Storage,  which  have  the  potential  to  

contribute  to  a successful digitally supported energy transition, including through AI-based and other digital solutions. To 

complement the work of those individual projects, the Commission has launched the BRIDGE initiative, allowing ongoing Horizon 

2020 Smart Grid and Energy Storage projects to create a common view on cross cutting issues: https://www.h2020 -bridge.eu/. 
59 

 See for instance the Encompass project:  http://www.encompass-project.eu/.
 

60 
 New AI-based solutions help prepare cities for the future of mobility.  See for instance the EU funded project called Fabulos:  

https://fabulos.eu/. 
61 

 See for instance the PRO4VIP project, which is part of the European Vision 2020 strategy to combat preventable blindness, 

especially due to old age. Mobility and orientation was one of the  project's priority areas. 
62  

https://www.who.int/news-room/fact-sheets/detail/road-traffic-injuries.
 

63 
 The European UP-Drive project for instance aims to address the outlined transport-related challenges by providing contributions 

enabling gradual automation of and collaboration among vehicles , facilitating a safer, more inclusive and more affordable 

transportation system. https://up-drive.eu/.
 

64 
 See for instance the REVOLVER (Repeated Evolution of Cancer) project: https://www.healtheuropa.eu/personalised-cancer-

treatment/87958/, or the Murab project which conducts more accurate biopsies, and which aims at diagnosing cancer and other 

illnesses faster: https://ec.europa.eu/digital -single-market/en/news/murab-eu-funded-project-success-story. 
65 

 See for instance the Live INCITE project: www.karolinska.se/en/live-incite. This consortium of healthcare procurers challenges the 

industry to develop smart AI and other ICT solutions that enable lifestyle interventions in the perioperative process. The ta rget 

concerns new innovative eHealth solutions that can influence patients in a personalised way to take the necessary actions both 

prior and after surgery in their lifestyle to optimise the healthcare outcome.
 

66  
The EU-funded project CARESSES deals with robots for elderly care, focusing on their cultural sensitivity: they adapt their way of 

acting and speaking to match the culture and habits of the elderly person they are assisting: 

http://caressesrobot.org/en/project/. See also the AI application called Alfred, a virtual assistant helping older people stay active: 

 

https://sustainabledevelopment.un.org/?menu=1300
http://www.encompass-project.eu/
https://www.who.int/news-room/fact-sheets/detail/road-traffic-injuries
https://www.healtheuropa.eu/personalised-cancer-treatment/87958/
https://www.healtheuropa.eu/personalised-cancer-treatment/87958/
http://www.karolinska.se/en/live-incite
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basis, thus saving l ives.
67

   

Trustworthy AI can also assist on a broader scale. For example, it can examine and identify general trends in the 

healthcare and treatment sector,
68

 leading to earlier detection of diseases, more efficient development of 

medicines, more targeted treatments
69

 and ultimately more l ives saved.  

 Quality education and digital transformation 

New technological, economic and environmental changes mean that society needs to become more proactive. 

Governments, industry leaders, educational institutions and unions face a responsibility to bring the citizens into the 

new digital era ensuring they have the right skil ls to fi l l  the future jobs. Trustworthy AI technologies could assist in 

more accurately forecasting which jobs and professions will  be disrupted by technology, which new roles will  be 

created and which skil ls will  be needed. This could help governments, unions and industry with planning the 

(re)skil l ing of workers. It could also give citizens who may fear redundancy a path of development into a new role.  

In addition, AI can be a great tool to fight educational inequalities and create personalised and adaptable education 

programmes that could help everyone acquire new qualifications, skil ls and competences according to his or her 

own ability to learn.
70

 It could increase both the learning speed and the quality of education – reaching from 

primary school to university. 
 

2. Examples of critical concerns raised by AI 

A critical AI concern arises one of the components of Trustworthy AI is violated. Many of the concerns l isted below 

will  already fall  within the scope of existing legal requirements, which are mandatory and must therefore be 

complied with. Yet even in circumstances where compliance with legal requirements has been demonstrated, these 

may not address the full  range of ethical concerns that may arise. As our understanding of the adequacy of rules and 

ethical principles invariably evolves and may change over time, the following non-exhaustive l ist of concerns may be 

shortened, expanded, edited or updated in the future.  

 Identifying and tracking individuals with AI  

AI enables the ever more efficient identification of individual persons by both public and private entities. 

Noteworthy examples of a scalable AI identification technology are face recognition and other involuntary methods 

of identification using biometric data (i.e. l ie detection, personality assessment through micro expressions, and 

automatic voice detection). Identification of individuals is sometimes the desirable outcome, aligned with ethical 

principles (for example in detecting fraud, money laundering, or terrorist financing). However, automatic 

identification raises strong concerns of both a legal and ethical nature, as it may have an unexpected impact on 

many psychological and sociocultural levels. A proportionate use of control techniques in AI is needed to uphold the 

autonomy of European citizens. Clearly defining if, when and how AI can be used for automated identification of 

individuals and differentiating between the identification of an individual vs  the tracing and tracking of an individual, 

                                                                                                                                                                                                                    
https://ec.europa.eu/digita l-single-market/en/news/alfred-virtual-assistant-helping-older-people-stay-active. Moreover, the 

EMPATTICS project (EMpowering PAtients for a BeTTer Information and improvement of the Communication Systems) will 

research and define how health care professionals and patients use ICT technologies including AI  systems to plan interventions 

with patients and to monitor the progression of their physical and mental state: www.empattics.eu.
 

67 
 See for instance the MyHealth Avatar (www.myhealthavatar.eu), which offers a digital representation of a patient's health status. 

The research project launched an app and an online platform that collects, and gives access to, your digital long -term health-

status information. This takes on the form of a life -long health companion ('avatar'). MyHealthAvatar also predicts your risk for 

stroke, diabetes, cardiovascular disease and hypertension.
  

68
  See for instance the ENRICHME project (www.enrichme.eu), which tackles the progressive decline of cognitive capacity in the 

ageing population. An integrated platform for Ambient Assisted Living (AAL) and a mobile service robot for long -term monitoring 

and interaction will help the elderly to remain independent and active for longer.  
69 

 See for instance the use of AI by Sophia Genetics, which leverages statistical inference, pattern recognition and machine learning 

to maximize the value of genomics and radiomics data: https://www.sophiagenetics.com/home.html . 
70  

See for instance the MaTHiSiS project, aimed at providing a solution for affect-based learning in a comfortable learning 

environment, comprising of high-end technological devices and algorithms: (http://mathisis-project.eu/Ϳ. “ee also IBM͛s WatsoŶ 
Classƌooŵ oƌ CeŶtuƌǇ TeĐh͛s platfoƌŵ.  

https://ec.europa.eu/digital-single-market/en/news/alfred-virtual-assistant-helping-older-people-stay-active
http://mathisis-project.eu/
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and between targeted surveil lance and mass surveillance, will  be crucial for the achievement of Trustworthy AI. The 

application of such technologies must be clearly warranted in existing law.
71

 Where the legal basis for such activity is 

͞ĐoŶseŶt͟, pƌaĐtiĐal ŵeaŶs 72
 must be developed which allow meaningful and verified consent to be given to being 

automatically identified by AI or equivalent technologies. This also applies to the usage of ͞aŶoŶǇŵous͟ peƌsoŶa l  

data that can be re-personalised. 

 Covert AI systems 

Human beings should always know if they are directly interacting with another human being or a machine, and it is 

the responsibil ity of AI practitioners that this is reliably achieved. AI practitioners should therefore ensure that 

humans are made aware of – or able to request and validate the fact that – they interact with an AI system (for 

instance, by issuing clear and transparent disclaimers ). Note that borderline cases exist and complicate the matter 

(e.g. an AI-fi ltered voice spoken by a human). It should be borne in mind that the confusion between humans and 

machines could have multiple consequences such as attachment, influence, or reduction of the value of being 

human.
73

 The development of human-like robots
74

 should therefore undergo careful ethical assessment.  

 AI enabled citizen scoring in violation of fundamental rights  

Societies should strive to protect the freedom and autonomy of all  citizens. Any form of citizen scoring can lead to 

the loss of this autonomy and endanger the principle of non-discrimination. Scoring should only be used if there is a 

clear justification, and where measures are proportionate and fair. Normative citizen scoring (general assessment of 

͞ŵoƌal peƌsoŶalitǇ͟ oƌ ͞ethiĐal iŶtegƌitǇ͟Ϳ iŶ all aspects and on a large scale by public authorities or private actors 

endangers these values, especially when used not in accordance with fundamental rights, and when used 

disproportionately and without a delineated and communicated legitimate purpose.  

Today, citizen scoring – on a large or smaller scale – is already often used in purely descriptive and domain-specific 

scorings (e.g. school systems, e-learning, and driver l icences). Even in those more narrow applications, a fully 

transparent procedure should be made available to citizens, including information on the process, purpose and 

methodology of the scoring. Note that transparency cannot prevent non-discrimination or ensure fairness, and is 

not the panacea against the problem of scoring. Ideally the possibil ity of opting out of the scoring mechanism when 

possible without detriment should be provided – otherwise mechanisms for challenging and rectifying the scores 

must be given. This is particularly important in situations where an asymmetry of power exists between the parties. 

Such opt-out options should be ensured iŶ the teĐhŶologǇ͛s desigŶ in circumstances where this is necessary to 

ensure compliance with fundamental rights and is necessary in a democratic society.  

 Lethal autonomous weapon systems (LAWS) 

Currently, an unknown number of countries and industries are researching and developing lethal autonomous 

weapon systems, ranging from missiles  capable of selective targeting to learning machines with cognitive skil ls to 

decide whom, when and where to fight without human intervention. This raises fundamental ethical concerns, such 

as the fact that it could lead to an uncontrollable arms race on a historically unprecedented level, and create 

military contexts in which human control is almost entirely relinquished and the risks of malfunction are not 

addressed. The European Parliament has called for the urgent development of a common, legally binding position 

addressing ethical and legal questions of human control, oversight, accountability and implementation of 

international human rights law, international humanitarian law and military strategies.
75 

Recall ing the European 

UŶioŶ͛s aiŵ to pƌoŵote peaĐe as eŶshƌiŶed iŶ AƌtiĐle ϯ of the Treaty of the European Union, we stand with, and 

look to support, the PaƌliaŵeŶt͛s ƌesolutioŶ of ϭϮ “epteŵďeƌ 2018 and all  related efforts on LAWS. 

                                                                 
71  

In this regard, Article 6 of the GDPR can be recalled, which provides, among other things, that processing of data shall only  be 

lawful if it has a valid legal basis. 
72

  As current mechanisms for giving informed consent in the internet show, consumers typically give consent without meaningful 

consideration. Hence, they can hardly be classified as practical.  
73  

Madary & Metzinger (2016). Real Virtuality: A Code of Ethical Conduct. Recommendations for Good Scientific Practice and the 

Consumers of VR-Technology. Frontiers in Robotics and AI, 3(3).
 

74  
This also applies to AI-driven avatars. 

75 
 EuƌopeaŶ PaƌliaŵeŶt͛s ‘esolutioŶ ϮϬϭϴ/ϮϳϱϮ;‘“PͿ.  
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 Potential longer-term concerns  

AI development is sti l l domain-specific and requires well -trained human scientists and engineers to precisely specify 

its targets. However, extrapolating into the future with a longer time horizon, certain critical long-term concerns can 

be hypothesized.
76

 A risk-based approach suggests that these concerns should be kept into consideration in view of 

possible uŶkŶoǁŶ uŶkŶoǁŶs aŶd ͞ďlaĐk sǁaŶs .͟77
 The high-impact nature of these concerns, combined with the 

current uncertainty in corresponding developments, calls for regular assessments of these topics.  

 

D. CONCLUSION 

This document constitutes the AI Ethics Guidelines produced by the High-Level Expert Group on Artificial 

Intell igence (AI HLEG). 

We recognise the positive impact that AI systems already have and will  continue having, both commercially and 

societally. However, we are equally concerned to ensure that the risks and other adverse impacts with which these 

technologies are associated are properly and proportionately handled. AI is a technology that is both transformative 

and disruptive, and its evolution over the last several years has been facil itated by the availabil ity of enormous 

amounts of digital data, major technologi cal advances in computational power and storage capacity, as well as 

significant scientific and engineering innovation in AI methods and tools. AI systems will  continue to impact society 

and citizens in ways that we cannot yet imagine. 

In this context, it is important to build AI systems that are worthy of trust, since human beings will  only be able to 

confidently and fully reap its benefits when the technology, including the processes and people behind the 

technology, are trustworthy. When drafting these Guidelines, Trustworthy AI has, therefore, been our foundational 

ambition. 

Trustworthy AI has three components: (1) it should be l awful, ensuring compliance with all  applicable laws and 

regulations, (2) it should be ethical, ensuring adherence to ethical principles and values and (3) it should be robust, 

both from a technical and social perspective since to ensure that, even with good intentions, AI systems do not 

cause any unintentional harm. Each component is necessary but not sufficient to achieve Trustworthy AI. Ideally, all  

three components work in harmony and overlap in their operation. Where tensions arise, we should endeavour to 

align them. 

In Chapter I, we articulated the fundamental rights and a corresponding set of ethical principles that are crucial in an 

AI-context. In Chapter II, we listed seven key requirements that AI systems should meet in order to realise 

Trustworthy AI. We proposed technical and non-technical methods that can help with their implementation. Finally, 

in Chapter III we provided a Trustworthy AI assessment l ist that can help operationalising the seven requirements. In 

a final section, we provided examples of beneficial opportunities and critical concerns raised by AI systems, on 

which we hope to stimulate further discussion. 

Europe has a unique vantage point based on its focus on placing the citizen at the heart of its endeavours. This focus 

is written into the very DNA of the European Union through the Treaties upon which it is built. The current 

document forms part of a vision that promotes Trustworthy AI which we believe should be the foundation upon 

which Europe can build leadership in innovative, cutting-edge AI systems. This ambitious vision will  help securing 

human flourishing of European citizens, both individually and collectively . Our goal is to create a culture of 

͞Trustworthy AI for Euƌope͟, ǁheƌeďǇ the ďeŶefits of AI ĐaŶ ďe ƌeaped ďǇ all  iŶ a ŵaŶŶeƌ that eŶsuƌes ƌespeĐt foƌ 
our foundational values: fundamental rights, democracy and the rule of law. 

  

                                                                 
76  

While some consider that Artificial General Intelligence, Artificial Consciousness, Artificial Moral Agents, Super-intelligence or 

Transformative AI can be examples of such long-term concerns (currently non-existent), many others believe these to be 

unrealistic. 
77 

 A black swan event is a very rare, yet high impact, event – so rare, that it might not have been observed. Hence, probability of 

occurrence typically can only be estimated with high uncertainty. 
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GLOSSARY  

This glossary pertains to the Guidelines and is meant to help in the understanding of the terms used in this 

document. 

Artificial Intelligence or AI systems 

Artificial intell igence (AI) systems are software (and possibly also hardware) systems designed by humans
78

 that, 

given a complex goal, act in the physical or digital dimension by perceiving their environment through data 

acquisition, interpreting the collected structured or unstructured data, reasoning on the knowledge, or processing 

the information, derived from this data and deciding the best action(s) to take to achieve the given goal. AI systems 

can either use symbolic rules or learn a numeric model, and they can also adapt their behaviour by analysing how 

the environment is affected by their previ ous actions. 

As a scientific discipline, AI includes several approaches and techniques, such as machine learning (of which deep 

learning and reinforcement learning are specific examples), machine reasoning (which includes planning, 

scheduling, knowledge representation and reasoning, search, and optimization), and robotics  (which includes 

control, perception, sensors and actuators, as well as the integration of all  other techniques into cyber -physical 

systems). 

A separate document prepared by the AI HLEG and elaborating on the definition of AI used for the purpose of this 

document is published in parallel , titled "A definition of AI: Main capabilities and scientific disciplines".  

AI Practitioners 

By AI practitioners we denote all  individuals or organisations that develop (including research, design or provide 

data for) deploy (including implement) or use AI systems, excluding those that use AI systems in the capacity of end-

user or consumer.  

AI system’s life cycle 

An AI sǇsteŵ͛s l ife ĐǇĐle encompasses its development (including research, design, data provision, and limited trials), 

deployment (including implementation) and use phase.  

Auditability 

Auditabil ity refers to the abil ity of an AI systeŵ to uŶdeƌgo the assessŵeŶt of the sǇsteŵ͛s algoƌithŵs, data aŶd 
design processes. This does not necessarily imply that information about business models and Intellectual Property 

related to the AI system must always be openly available. Ensuring traceabil ity and logging mechanisms from the 

early design phase of the AI system can help enabling the system's auditabil ity.  

Bias 

Bias is an inclination of prejudice towards or against a person, object, or position. Bias can arise in many ways in AI  

systems. For example, in data-drive AI systems, such as those produced through machine learning, bias in data 

collection and training can result in an AI system demonstrating bias. In logic -based AI, such as rule-based systems, 

bias can arise due to how a knowledge engineer might view the rules that apply in a particular setting. Bias can also 

arise due to online learning and adaptation through interaction. It can also arise through personalisation whereby 

users are presented with recommendations or information feeds that are tailored to the useƌ͛s tastes. It does not 

necessarily relate to human bias or human-driven data collection. It can arise, for example, through the l imited 

contexts in which a system in used, in which case there is no opportunity to generalise it to other contexts. Bias can 

be good or bad, intentional or unintentional. In certain cases, bias can result in discri minatory and/or unfair 

outcomes, indicated in this document as unfair bias. 
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  Humans design AI systems directly, but they may also use AI techniques to optimise their design.  
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Ethics  

Ethics is an academic discipline which is a subfield of philosophy. In general terms , it deals ǁith ƋuestioŶs l ike ͞What 
is a good aĐtioŶ?͟, ͞What is the ǀalue of a huŵaŶ life?͟, ͞What is justiĐe?͟, oƌ ͞What is the good life?͟. IŶ aĐadeŵiĐ 
ethics, there are four major fields of research: (i) Meta-ethics, mostly concerning the meaning and reference of 

normative sentence, and the question how their truth values can be determined (if they have any); (i i) normative 

ethics, the practical means of determining a moral course of action by examining the standards for right a nd wrong 

action and assigning a value to specific actions; (i i i) descriptive ethics, which aims at an empirical  investigation of 

people's moral behaviour and beliefs; and (iv) applied ethics, concerning what we are obligated (or permitted) to do 

in a specific (often historically new) situation or a particular domain of (often historically unprecedented) 

possibil ities for action. Applied ethics deals with real -l ife situations, where decisions have to be made under time-

pressure, and often l imited rationality. AI Ethics is generally viewed as an example of applied ethics and focuses on 

the normative issues raised by the design, development, implementation and use of AI. 

WithiŶ ethiĐal disĐussioŶs, the teƌŵs ͞ŵoƌal͟ aŶd ͞ethiĐal͟ aƌe ofteŶ used. The teƌŵ ͞ŵoƌal͟ ƌefeƌs to the ĐoŶĐƌete, 
factual patterns of behaviour, the customs, and conventions that can be found in specifi c cultures, groups, or 

iŶdiǀiduals at a ĐeƌtaiŶ tiŵe. The teƌŵ ͞ethiĐal͟ ƌefeƌs to aŶ eǀaluatiǀe assessŵeŶt of suĐh ĐoŶĐƌete aĐtioŶs aŶd 
behaviours from a systematic, academic perspective.  

Ethical AI  

In this document, ethical AI is used to indicate the development, deployment and use of AI that ensures compliance 

with ethical norms, including fundamental rights as special moral entitlements , ethical principles and related core 

values. It is the second of the three core elements necessary for achieving Trustworthy AI.   

Human-Centric AI 

The human-centric approach to AI strives to ensure that human values are central to the way in which AI systems 

are developed, deployed, used and monitored, by ensuring respect for fundamental rights, including those set out in 

the Treaties of the European Union and Charter of Fundamental Rights  of the European Union, all  of which are 

united by reference to a common foundation rooted in respect for human dignity, in which the human being enjoy a  

unique and inalienable moral status. This also entails consideration of the natural environment and of other l iving 

beings that are part of the human ecosystem, as well as a sustainable approach enabling the flourishing of future 

generations to come. 

Red Teaming 

‘ed teaŵiŶg is the pƌaĐtiĐe ǁheƌeďǇ a ͞ƌed teaŵ͟ or independent group challenges an organisation to improve its 

effectiveness by assuming an adversarial role or point of view. It is particularly used to help identifying and 

addressing potential security vulnerabilities. 

Reproducibility  

Reproducibil ity describes whether an AI experiment exhibits the same behaviour when repeated under the same 

conditions.  

Robust AI 

Robustness of an AI system encompasses both its technical robustness (appropriate in a given context, such as the 

application domain or l ife cycle phase) and as well as its robustness from a social perspective (ensuring that the AI 

system duly takes into account the context and environment in which the system operates). This is crucial to ensure 

that, even with good intentions, no unintentional harm can occur. Robustness is the third of the three components 

necessary for achieving Trustworthy AI. 

Stakeholders 

By stakeholders we denote all  those that research develop, design, deploy or use AI, as well as those that are 

(directly or indirectly) affected by AI – including but not l imited to companies, organisations, researchers, public 

services, institutions, civi l  society organisations, governments, regulators, social partners, individuals, citizens, 

https://en.wikipedia.org/wiki/Meta-ethics
https://en.wikipedia.org/wiki/Truth_value
https://en.wikipedia.org/wiki/Normative_ethics
https://en.wikipedia.org/wiki/Normative_ethics
https://en.wikipedia.org/wiki/Empirical
https://en.wikipedia.org/wiki/Obligated
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workers and consumers. 

Traceability 

TƌaĐeaďilitǇ of aŶ AI sǇsteŵ ƌefeƌs to the ĐapaďilitǇ to keep tƌaĐk of the sǇsteŵ͛s data, deǀelopŵeŶt aŶd deploǇŵeŶt 
processes, typically by means of documented recorded identification.  

Trust  

We take the folloǁiŶg defiŶitioŶ fƌoŵ the l iteƌatuƌe: ͞Tƌust is ǀieǁed as: ;ϭͿ a set of speĐifiĐ ďeliefs dealiŶg ǁith 
benevolence, competence, integrity, and predictabil ity (trusting beliefs ); (2) the will ingness of one party to depend 

oŶ aŶotheƌ iŶ a ƌiskǇ situatioŶ ;tƌustiŶg iŶteŶtioŶͿ; oƌ ;ϯͿ the ĐoŵďiŶatioŶ of these eleŵeŶts.͟79
 While ͞Tƌust͟ is 

usually not a property ascribed to machines, this document aims to stress the importance of bei ng able to trust not 

only in the fact that AI systems are legally compliant, ethically adherent and robust, but also that such trust can be 

ascribed to all  people and processes iŶǀolǀed iŶ the AI sǇsteŵ͛s l ife ĐǇĐle.   

Trustworthy AI 

Trustworthy AI has three components: (1) it should be lawful, ensuring compliance with all  applicable laws and 

regulations (2) it should be ethical, demonstrating respect for, and ensure adherence to, ethical principles and 

values and (3) it should be robust, both from a technical and social perspective, since, even with good intentions, AI 

systems can cause unintentional harm. Trustworthy AI concerns not only the trustworthiness of the AI system itself 

but also comprises the trustworthiness of all  processes a Ŷd aĐtoƌs that aƌe paƌt of the sǇsteŵ͛s l ife ĐǇĐle. 

Vulnerable Persons and Groups 

No commonly accepted or widely agreed legal definition of vulnerable persons exists, due to their heterogeneity. 

What constitutes a vulnerable person or group is often context-specific. Temporary l ife events (such as childhood or 

i l lness), market factors (such as information asymmetry or market power), economic factors (such as poverty), 

factors l iŶked to oŶe͛s ideŶtitǇ ;suĐh as geŶdeƌ, ƌeligioŶ oƌ ĐultuƌeͿ oƌ otheƌ faĐtors can play a role. The Charter of 

Fundamental Rights of the EU encompasses under Article 21 on non-discrimination the following grounds, which 

can be a reference point amongst others: namely sex, race, colour, ethnic or social origin, genetic features, 

language, religion or belief, political or any other opinion, membership of a national minority, property, birth, 

disability, age and sexual orientation. Other articles of law address the rights of specific groups, in addition to those 

l isted above. Any such l ist is not exhaustive, and may change over time. A vulnerable group is a group of persons 

who share one or several characteristics of vulnerability.  
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