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The State of Global AI Governance

1. The dominance of multinational tech giants

2. The fragmented international AI governance initiatives

3. UN’s contribution to global AI governance

4. How to incorporate accountability in AI governance?



The dominance of multinational tech giants
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Strong market concentration in both AI hardware and software
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Would self-regulation work?

puts together technology 
developers, researchers, and 
industry leaders to advance 
safe and responsible AI rooted 
in open innovation

 focuses on integrating AI 
technologies responsibly across 
industries and developing 
regulatory frameworks

AI Governance Alliance AI Alliance

advances AI safety research 
and identifies best practices 
for AI development and 
deployment

Frontier Model Forum 



The fragmented international AI governance initiatives

The underrepresentation of developing countries in AI governance discussions 

Source: The United Nations Secretary-General’s High-level Advisory Body



From principles-based to risk-based approaches

Initiative Focus
OECD AI Principles 
(2019)

Inclusive growth, human-centered values, transparency, security, safety 
and accountability

G20 AI Principles (2019) Explicit mention to accountability, inclusive and safe digitalization 
(follows-up OECD Recommendation on AI)  

Global Partnership on AI 
(2020)

Human rights and democratic values fostering international cooperation 
(integrated partnership with OECD)

Hiroshima AI Process 
Friends Group (2023)

Looks at the whole AI lifecycle aiming for a safe, trustworthy, and secure 
AI in line with a risk-based approach (formed after the G7 Summit)

Bletchley Declaration on 
AI Safety (2023)

Need for cross-country policies and developing relevant capabilities to 
mitigate potential risks for frontier AI 

Seoul Declaration (2024) Prioritizes international cooperation to address the risks posed by AI and 
a human-centric vision (follows-up the Bletchley Declaration)

Council of Europe 
Committee on AI (2024)

Focus on human right, transparency and democratic values in the entire 
lifecycle of AI, stakeholder engagement and responsible innovation based 
on a risk-based approach



UN’s contribution to global AI governance

1993 2016 2017
Global resolutions

2024
Multi-stakeholder platforms

Commission on Science and Technology for 

Development (CSTD)

Multistakeholder Forum on Science, Technology and 

Innovation for the Sustainable Development Goals 

(STI Forum)

AI for Good Global Summit

Ethical standard

2021

UNESCO

Recommendation on the 

Ethics of Artifitial 

Intelligence

Readiness Assessment 

Methodology (RAM)

Ethical Impact 

Assessment (EIA)

New initiatives

UN General Assembly

Resolutions on AI:

Steering AI towards Global 

Good

Enhancing international 

cooperation on capacity-

building of AI

Pact for the Future

Commitment to new initiatives:

Set up a dedicated working 

group on data governance

Establish a multidisciplinary 

Independent International 

Scientific Panel on AI

Initiate a Global Dialogue on AI 

Governance



A wide range of efforts on AI governance

Source: The United Nations Secretary-General’s High-level Advisory Body



Incorporating accountability in AI governance

Would the Environmental, Social, and Governance (ESG) reporting work for AI?

Public disclosure of how AI systems work and its impact

A multi-stakeholder approach to ensure an inclusive 
process in the design and implementation of AI systems

“Comply or explain” approach or
Mandatory reporting with penalties for non-compliance 



Thank you
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