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Abstract: This technical note frames the ‘New' Digital Econy (NDE) as including, most prominently: 1)
advanced manufacturing, robotics and factory autboma 2) new sources of data from mobile and ulbays
Internet connectivity, 3) cloud computing, 4) bafad analytics, and 5) artificial intelligence. Theain driver

of the NDE is the continued exponential improvemantthe cost-performance of information and
communications technology (ICT), mainly microelegics, following Moore’s Law. This is not new. eTh
digitization of design, advanced manufacturing,atits, communications, and distributed computewoeting
(e.g. the Internet) have been altering innovationcpsses, the content of tasks, and the posskilfor the
relocation of work for decades. However, threduezs of the NDE are relatively novel. First, nseaurces of
data, from smart phones to factory sensors, arelisgnvast quantities of data into the “cloud,” wieethey can
be analysed to generate new insights, products, sewices. Second, new business models based on
technology and product platforms — platform inndaaat platform ownership, and platform complimentirg
are significantly altering the organization of ingities and the terms of competition in a rangeeafling-edge
industries and product categories. Third, the parfance of ICT hardware and software has advanoeithe
point where artificial intelligence and machine temg applications are proliferating. What thesewel
features share is reliance on very advanced andlyagiquitous ICT, embedded in a growing platform
ecosystem characterized by high levels of interaipéty and modularity. The NDE appears poiseceitend
the organizational and geographical fragmentatidnv@rk into new realms, including formerly indila and
geographically rooted activities that reside at thent end of global value chains, especially R&Doduct
design, and other knowledge-intensive and innowmatidated business functions. The impact on jobd a
international competition will crucially depend dhe pace of change and the ability of organizatiemsl
societies to manage it. This technical note disesishow the NDE can be defined, explores its likely
implications for the location of innovation and nodacturing, notably involving developing countrie3.he
likely implications for smaller and developing ctmynfirms are discussed, as are positive and negati
scenarios for society in general.
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A. Introduction

Change is in the air. Recent public debate hasrbhecfocused, with increasing frequency and
urgency, on the imminent arrival of a™4ndustrial Revolution” which is said to be creatia “new”
digital economy (NDE) powered by advanced “cybeysgital” systems spanning “advanced’
manufacturing, transportation, services, and evietodical systems (Rose, 2016; Schwab, 2015,
2017). This technical note adopts the term NDErame a set of technologies and processes that
most prominently include: 1) advanced productionigapent, robotics and factory automation, 2)
new sources of data from mobile and ubiquitousrir@econnectivity, 3) cloud computing, 4) big data
analytics, and 5) artificial intelligence. Thesehnologies and processes are mainly based, in one
way or another, on advanced information and comaatiains technology (ICT). They seem poised
to dramatically reduce demand for routine tasksteamasform the location, organization, and content
of knowledge work.

Broad policy questions include:

*  Who will build the systems underpinning the NDE?

* Where in the world will the NDE emerge, and when?

* How will the NDE alter the demand for labour andIsR

* When and to what degree will the NDE alter the thedsof power and incomes within and
across industries and societies?

» Will the NDE introduce unacceptable privacy consesind cyber-security risk, or will such
risks and concerns be manageable and outweighbdrmfits to users?

Where the infrastructure of the NDE is built and depldyendhow its benefits and risks are
distributed geographically and across societiege liraplications for developing countries, placest th
are often lagging in terms of technology adoptisitas (UNCTAD, 2017a). Will the NDE reinforce
patterns of uneven development or provide a movel Iplaying field for less developed firms,
communities, regions and countries? Will the emmgrgplatform ecosystems of the NDE further
concentrate wealth and market power in a few teldgyoclusters where core platform owners are
located, relegating places that mainly use andem@mplements for platforms to a dependent status,
or can technology platforms provide lagging fire tools needed to move out of lower value added
segments of global value chains (GVCs) and devielogvative products of their own? While it is too
early to answer these questions, on balance, éblnical note places these questions in context by
introducing a series of concrete examples of how NDE is developing, and explores various
scenarios related to the location of productioniandvation.

Technological change and globalization have drivagmentation in the organization and location of
many industries for some time. To understand hea&cteristics, geography and social impacts, the
NDE needs to be measured. Because many of theatdons and interactions in the NDE will be
electronic, and cross borders without easy detecticharacterization, the ability of official dtdics

to measure basic economic indicators such as meedi trade, and profits could be further
hampered. On the other hand, 'big' economic dadhtrhelp data agencies overcome some of these
problems.



This technical note seeks to define the NDE, exsldts likely implications for the dynamics and
location of innovation and manufacturing, and déssad possible implications for developing
countries. Some concluding remarks are providedtattne implications of the NDE for industry and
society.

B. What is the ‘New’ Digital Economy?

It is useful, and prudent, to place the NDE in tioatext of changes that have been underway for
several decades, including the arrival of mass eiapersonal computers in the mid-1980s, the
maturing of digital design tools and computerize@nofacturing in the 1990s, the boom in
outsourcing and offshoring in the 2000s and theiemsion from manufacturing into services, and the
increasing fluidity in the global economy that leeserged more recently as multinational enterprises
(MNEs) have finally begun to wrestle previously pdigate corporate information technology (IT)
systems into some semblance of interoperabilityc@ddinatior?

The Internet has underpinned, enabled and accetenadny of these trends, and it lies at the core of
the NDE as well. In other words, the™dustrial revolution,” based on digital ICTs, hset the
stage for thed At a time when the main consumer applicationsafagmented and virtual reality
(VR) technologies are mainly in video gaming, andsumer uses of cloud computing is mainly for
data storage and remote data processing, it isllusefook more deeply into corporate applications
and industrial systems, where the emergence dfibte is the most advanced.

The NDE is emerging from a combination of techn@eg mainly from the ICT space, that are

becoming pervasive across mechanical systems, coioations, infrastructure, and the built

environment, and thus playing an increasingly intgoatrrole, not only in social and political lifeyto

in research, manufacturing, services, transportaiod even agriculture (e.g. precision farming and
agricultural robot§ (see e.g. UNCTAD, 2017b).

The technologies underpinning the NDE, most impttyaand in rough order of maturity, include: 1)
advanced robotics and factory automation (sometigiesred to as advanced manufacturing), 2) new
sources of data from mobile and ubiquitous Interc@inectivity (sometimes referred to as the
Internet of things), 3) cloud computing, 4) bigalanalytics and 5) artificial intelligence (Al). h&
transformative potential of the NDE can only bdirea if and when these elements mature, become
better integrated, more interoperable, and broadigd. This is unlikely to be a simple, even,
uncontested, or rapid process. Social and tednhfaictors, such as data security risks or a babklas
across various digital divides, could slow or edenail the development of the NDE. The eventual
shape and application of new technologies are umBibte and possibly unimaginable. Finally,
technologies tend to develop at uneven and unpedal& rates, and deployment can suffer under
fragmented and competing standards. These baaneritfalls can dim the expectations of even the
most ardent optimist, especially when there isgh hiequirement for connectivity, interoperability

2 Integration of suppliers in these digital businggstems is proceeding more slowly, but progresésis being
made on this front.

3 Precision farming refers in part to meter-by-metemitoring of soil and plant conditions, sometimasing
data from areal imaging from drones and data-drivapplication of water and fertilizers (see
https://earthobservatory.nasa.gov/Features/Pregiaiming/). Agricultural robots, such as milkingchines
and mechanical harvesters, have been in use foy macades but are gaining much broader capabibises
machine vision and Al, and advanced actuatorspgriy and manipulators come into broader use (Aleti
2016).



and integration across organizations and societidevertheless, as stressed by McAfee and
Brynjolfsson (2017), the impact of any revolutionaechnology is often over-estimated in the short
term and under-estimated over the long term.

Advanced manufacturing, robotics and factory auttoma

Industrial robots have been available for decabas,they have steadily become more intelligent,
agile, and flexible. The mechanized mass prodnatwolution of the early 0Century brought in
dedicated production equipment for repeated omerat{Chandler, 1962). It was time-consuming
and expensive to change what machines did, andahge of possible operations was severely
limited. In the 1980s and 1990s, certain computemerically controlled (CNC) production
equipment earned the label of “robot” because ttmyld be programmed and re-programmed to
increase product variety and perform a range ofatjmas in three-dimensional spdce.

Over time the flexibility and speed of industrigbots and other CNC machinery have increased
while costs have come dowiCurrently, relatively simple statistical procesmirol algorithms can

be relied on to shut down or adjust production psses automatically when they move out of
tolerance. However, with the rise in computing poand advent of low-cost sensor technology, the
collection and sharing of operational data acridesrhachinery, within and even across factories, ha
made “predictive maintenance” possible, prevengiregessing errors or machine breakdowefore
wear and tear of mechanical components or otheliqgiedle problems cross critical thresholds.

Industrial robots are also becoming more (artifig)antelligent. As robots become more agile and
aware of their surroundings, they might work safglje by side with people to augment and assist
workers, rather than replacing them. Such “cobotgjht eventually perceive human movements and
automatically and intelligently adjust their moveartge and routines on the fly through machine
learning (Hollinger, 2016).

As with many products in the digital realm, the thomed advance and miniaturization of both
mechanical and micro-electronic technologies méa rtobots are becoming smaller, cheaper, less
power-hungry, and much more powerful. An extrermangple on the affordability scale is an
emergent class of small robot arms priced betwef0-$2,000 that can perform different useful
tasks, such as the fabrication of solid objects Bibting), engraving, assembly and sortinghese
small robots can be pre-programmed to perform etyaof operations and some can be controlled in
real time with a smart phone. While the initiatake has mainly been by educatasd “maker”

* Even so, most CNC machines have not been condidesbots,” a term largely reserved for machineshwi
flexible, vaguely humanoid arms. The InternatioBndard Organization defines a robot as an “aaticaily
controlled, reprogrammable, multipurpose manipulapsogrammable in three or more axes, which can be
either fixed in place or mobile for wuse in induskri automation applications.” (See
https://ifr.org/standardisation.)

® Manufacturing technologies are also driven forwaydinnovation. In the most advanced and experiaien
manufacturing environments, such as the creationesi materials, complex pharmaceuticals and syiathet
biologics, it can become difficult to separate maducts from new processes (Bonvillian, 2017).

® An example is Dobot, a start-up from Shenzhenn&tinat began in 2015 with a robotic arm pricedtmiut
$1,000.

" The education market has become significant réceiith the explosion of robotics laboratories &cendary,
tertiary, and even primary education.



hobbyists, improved performance (faster, more ateyrand capable of carrying heavier payloads) is
making low-cost robots suitable also for small, feslume manufacturefs.

Industrial robots are perhaps the most recognizaaie of the “intelligent factory,” but advances in
inventory control and autonomous industrial velsi@dee also contributing to productivity and quality
increases in factories. By combining image redigmiand augmented reality (AR) technologies, a
human operator can be guided through complex ealarassembly steps and receive real time input
from an expert in another location able to remotédyv what the operator is seeihg.

New sources of data and the Internet of Things

Productivity improvements have long been basedata, drom Frederick Winslow Taylor’s time and
motion studies of workers in the early™@entury, to Japan's “lean production” principlek o
continuous improvement and total quality managentenhe 1970s and 1980s, to the “Six Sigma”
movement toward “zero defects” in the US in the@9Improvements come from measuring things,
from the time it takes a worker to take a part frarbin, to the dimensions of a given part, to the
number of defects coming from a specific supplierthe relationship between air filtration levels o
humidity and yields in a semiconductor plant. Nessl to say, the art of measurement has become
more sophisticated, from Taylor's famous stopwatalgards on &anbanboard signalling a need for
more parts, to barcode readers that follow pantsutih a factory to allow traceability across the
supply chain, to laser scanners and test equipthantheck the tolerance of parts to the nanometre.

Today, low-cost sensor technologies widen the sdopemeasurement in factories. Sensors are
embedded, not only in robots and production equipnt®ut in operator wearable devices, industrial
vehicles, buildings, and pipelines. This is endlidg the falling cost of sensors that can contirsligu
periodically and automatically transmit data witeryw low power and bandwidth requirements.
Wireless transmissidhintroduces new levels of flexibility in regard where sensors are practical,
allowing remote devices to be linked with centrdizystems. Since data can be collected on an on-
going basis from multiple sources and in multipteéngs in the system, vast amounts of data can be
accumulated over time.

The examples provided so far come from the indalssector, and manufacturing has indeed been a
main source of innovation for data-driven produtgivmprovement. But today, on-going digitization
and the advent of the Internet mean that data ashiigg from every corner of industry and society,
not only from sensors built into production lindst also from electric meters, security cameras,
customer service call logs, mouse “clickstreamdinfr online activity, point-of-sale registers,
Facebook “likes” and status updates, and voice camas given to Amazon Echo or Google Home.

8 These small robot arms robots occupy a emergingstpner” market space that appears to be openintyep
to the ubiquity and low cost of mobile computingreless communication, GPS, and other ICT techrietog
Another example are the GPS stabilized, tablegnatted flying robotic cameras (drones), such aseho
produced by DJI, yet another Shenzhen start-up,3@ndhapping, inspection, documentation, and searnth
rescue. Such products lie between simple and imskpe toys and complicated and extremely expensive
industrial equipment.

o Google Glass, after failing to catch hold in thesamer realm, has recently had a revival in anégnise
Edition” for this type of application (Bershidsk¥017).

1910T wireless transmission can be achieved usingnagource protocols like Bluetooth, 3G/4G, and WViFi
membership- or alliance-based protocols such aBegigand Z-wave, and proprietar§ Barty protocols such as
Sigfox (Greenough and Camhi, 2016).



For consumers, the much-vaunted Internet of Th{l@E), where people can check the contents of
their refrigerators from the store to see if theyad milk, or conversely order and pay for milk fram
touch screen on the front of the refrigerator daoay still seem like a technology in search of a
useful application (and market). However, more anude devices, from televisions to automobiles,
are connected to the Internet and automaticallgisgnnformation to be stored in various “clouds”.
Some platform owners may care less about profitsi feelling devices and more about collecting
very detailed information about what users arer@died in, what they buy, and what they do, so to
gain the capability to push targeted marketingdonscmers exactly at the moment and place where
they want and need to make purchases. The lirhitsege technologies are unknown. Hardly a day
passes without a new revelation about data beitigcted by connected machines, for example, the
mapping and potential sharing (with advertisers muadkers of home digital assistants) of floor plans
and room content data by the more recent modefoomba robotic vacuums (Astor, 2017). Users
may (or may not) perceive these technologies aasiug, and watchdogs may decry the end of
privacy, but even data that do not identify speadifsers carry “metadata”: the what, where, and when
of activities and transactions, and therein lie reamrces of knowledge, innovation, and profits,
they can be effectively utilized.

Cloud computing

Cloud computing does not signal a shift back taredization in computing architecture. UNCTAD
(2013, p. 2) describes cloud computing as a systati'enables users, through the Internet or amothe
digital network, to access a scalable and elastat pf data storage and computing resources, as and
when they are required.” The most significant défece from the 1970s mainframe era is that remote
computing and storage are no longer centralizedinvénterprises, but distributed across the Interne
accessible to anyone with authorization and thensiéapay for access.

The largest vendor of PC software, Microsoft, n@amne more than half its revenue from cloud-based
software (Levy, 2017). Instead of downloading pamgs and installing them on PCs, web browsers
have become the means of manipulating software datd that reside online. Storage space,
applications, and platforms can be rented (usuatigording to a monthly subscription), and kept

updated by the vendor. The shift of software psodluct, purchased in physical form on a disk or as
a download, to software-as-a-service (SaaS) anfbpiaas-a-services (PaaS), means that software is
always available, from anywhere with a suitableeinét connection, and is always up-to-date. The
same goes for storage, which is shifting from tlis Bnd private networks to the cloud.

For the average consumer, the transition to claudputing has been relatively slow, with cloud
services primarily used for online storage, baclam synchronization across devices. In corporate
systems, by contrast, the cloud offers huge adgastand the uptake has been much faster. Fiest, th
cloud can provide a computing infrastructure thatflexible in regard to scale, location, and
capabilities. Storage, software, and services lmamented for a predictable subscription fee, and
accessed from anywhere via the Internet. Investimesoftware development and hardware can be
shared across the user base and maintenance, epgaad help desks can be outsourced. As a result,
very few large companies still own all of their owomputing resources.If anything, it is the

Y Eor example, although it involved a seven-yearditaom, the largest user of Internet bandwidthhia United
States, Netflix, now relies mainly on network seevproviders such as Comcast, Verizon, and AT&Sttoe
and serve up streaming content to customers, artdeonloud resources of Amazon Web Services forckea
personalization, and even the sensitive billing pagments portion of its system (Brodkin, 2016).



externalization and aggregation of computing resesirand data in the cloud that justifies the
modifier “new” in the term NDE.

While data integrity and security are obvious rigke cloud offers even greater promise as a place
where data can be analysed in vast quantities.s plumise is heightened by the ever-increasing
flows of new data entering the cloud each day. imestion of how to make use of cloud-based data
is answered, in part, by the field of data scieocdig data analytics.

Big data analytics

The cloud is more than a place to store data amghmograms. It is a receptacle for the huge vokime
of data flowing in autonomously from the loT. Ifettsensors and devices that make up the loT
automatically feed data into the cloud, duly taggéth fine-grained meta-data (about its source,
location, etc.), they can be “mined” for insightsatt enable “data-driven decision making” by
businesses, government agencies, and any persorgamization with access to the data and the
means to carry out further analysis. This is mipte or easy, since large sample sizes increase th
robustness of analysis, but also introduce rigBae of the central challenges of analysing big @ata
to develop methods for screening out the “noiseirfipoor data quality (including incorrect metadata
tags) and weighting and interpreting data fromeddht sources and of different kinds.

On the industrial side, we see companies such asr@leElectric offering a host of generic, industry
specific, and customized data analytics servicesnfanufacturers on its Predix platform. In the
realms of public health, social science, marketeny] innovation, we are seeing new possibilities
emerging for “crowd-sourced” insights, such askiag the timing and location of disease outbreaks
though real time analysis of Google search termsAfigle and Brynjolfsson, 2016, 2017). Reliance
on user reviews is a central feature of a rangenbihe retail businesses, from e-commerce sitel suc
as Amazon and Alibaba, to travel services suchrgsAdivisor, Hotels.com, AirBnB, HomaAway,
and C-Trip. While use of data for targeted mangeibr improving operational performance is not
new, McAfee and Brynjolfsson (2016) identify threew aspects of “big” data: volume, velocity, and
variety. Because it is scalable and always availabd accessible, the cloud is allowing busineses
accumulate unprecedented volumes of data, availabfear real time, in a wide variety of forms
(written, numerical, audio-visual). Volume and iety increase accuracy of analysis (e.g. the
“wisdom of the crowd,”) and high velocity improvessponsiveness and relevance. The volumes of
data are staggering. According to McAfee and Bilysgon (2012), “...it is estimated that Wal-Mart
collects more than 2.5 petabytes of data every froor its customer transactions. A petabyte is one
guadrillion bytes, or the equivalent of about 2@ion filing cabinets’ worth of text.”

One of the biggest challenges to using big datanfaking decisions is data integrity. How can
decision makers know data have not been alterad ftheir original? “Blockchain” is a powerful
encoding and data sharing method that encrypts ftatexample, with time and location stamps, so
values cannot be altered after the fact. Askinguablata integrity is different than asking aboatad
accuracy or what a piece of data means. A defestnsor might provide faulty data, for example,
and a value of 10 degrees Celsius from a temperatmsor may or may not mean a machine or
process is operating out of range. Data accuradynaeaning have always been determined through
analysis, but the importance of data integritysigdien data pools become very large, and especially
when data are pooled and made available publicallgcross organizations. This is exactly what
blockchain systems are intended to facilitate. kvVHata are unalterable, and can be monitored in



fully transparent “public ledgers”, such as thoselerlying “crypto-currencies” such as Bitcoin or
Etherium, it enables data sharing. Blockchainnetdgy creates the potential for a shared datar laye
that will enable automatically executable contraatel royalty payment systems, distributed file
storage, peer-to-peer retailing, secure crowdfupdiransparent polling and corporate governance
(Epstein, 2017). Similar verification can be ob& by comparing data from multiple sensors in the
IoT. While data owners have undeniable power i NDE, blockchain technologies and other
transparent data verification methods could sii& emphasis within cloud computing from data
ownership to data analysis. In other words, ifrggre has access to the same data, then competitive
performance shifts to speed, quality and accurbeyalysis.

Atrtificial intelligence

If the cloud contains vast quantities of data, andlytics lead to a deeper understanding about the
sources of data (human and machine) and sociabasidess dynamics they represent — including
how the NDE is functioning — then Al, or machinedeing algorithms, can begin to make
“predictions and decisions in an increasingly awtted way, and at large scale” (Brynjolfsson, 2016).
Al technologies have been publically available,enftopen sourced and for free, since 2008.
However, to date they have been too slow and ulestalzome into mainstream ugeAdvances in
microelectronics, especially very powerful grappiocessing chips (GPUS)mean that large pools
of data can be analysed and mathematically repesdean graphic matrices, allowing machine
learning to be carried out without deep domain Kedge of how objects are being incorporated in
the model. The current excitement (and worry) al¥duis coming from its gradual move beyond
“supervised machine learning,” where humans taggémaand other data and define the “right”
solution in advance (which mainly creates an aprear of machine intelligence) with the addition of
“unsupervised learning,” where the no solution edirteda priori and machines are able to classify
unlabeled data on the fly, allowing system perfaragato improve without human intervention (Mar,
2017).

This is a highly technical subject, so an exampds tme useful. Facial recognition is something that
humans are extremely adept at, and a task thdtisiasically eluded computers. Since the dictionary
definition of Al is “the capability of a machine tmitate intelligent human behavioul*’tomputers
that can recognize and identify human faces aredéfjnition artificially intelligent. Facial
recognition, and by extension computer recogniibnommon objects, involves the characterization
and comparison of hundreds, or even thousandsiqti@mpolygons. A modern GPUs can identify
millions of polygons in real time (data velocityhdd when combined with databases containing
hundreds of thousands or even millions (data vojumik different faces (data variety), the
applications for Al can become much more powerhd @ractical than they have in the past. For
example, self-driving vehicles require instantarsee@lject recognition, and systems with image
processing rates surpassing 150 frames per secavel recently been developed (Rednainal,
2016).

Artificial intelligence has a long history, in paied up in two competing approaches, rule-based
decision-making vs. machine learning (McAfee angnilfsson, 2017). Computers are good at

12 Key innovations came from “deep learning” effatdJniversity of Toronto and Carnegie-Mellon Unisigy
in the early 1990s.

3 ronically, perhaps, advanced in GPUs have beiemlby rich video gaming applications.

14 See https://www.merriam-webster.com/dictionary/



making decisions based on logical rules, whileicagihg the “neural networks” of the brain to allow
machines to “learn” and create new programmingesponse to stimuli, has proved to be extremely
challenging from a mathematical and computer hardvparspective. However, as problem solving
tasks escalated, the rule-based approach ranhiattiniits that programmers have in knowing and
clearly defining ruleex ante At the same time, faster processing and big degaproviding the
computing power and wealth of examples neededitg lmnachine learning into practical application.
Machine learning occurs when computers alter tpeagramming based on data analysis, just as
human learning creates new neural pathways, reféoras “forward propagation.” Machine learning
has improved on human learning by altering existiode — “backward propagation” — at the same
time that new code is created, increasing systeforpeance in a more rapid and thoroughgoing way.
As a result, IBM's Watson and Al programs like iave been shifting from research and
demonstration tools into the realm of SaaS, wheeg tan provide 3party Al services to business
on ana la cartebasis. Furthermore, IBM is shifting the markeatus of Watson from a sole focus on
cloud-based big data analytics for large orgarimati toward an easier to incorporate platform for
entrepreneurs and product desigrirs.

C. Business models and industry organization in thBIDE

The technological advances of the NDE have comé witset of business models and industry
organization characteristics that are all, in oreyver another, meant to dynamically cope with
growing system complexity. There is no way any imakvidual or organization can fully understand
or control the underlying technology of the NDE itre specific domains where it operates.
Collaboration across fields — such as computerdatd science with biology, political campaigning
or banking — is necessary, but not sufficient. t8ys must be designed to dynamically cope with
immense and growing complexity without breakingheTsystems of the NDE must: 1) rely df 3
parties for complementary products and servicesira)v on outside and even communally held
sources of knowledge and technology, and 3) beitipagd into self-contained, manageable,
affordable, yet interoperable segments. In otherdw the NDE must be based on platforms, open
innovation, and modularity.

The importance of platforms

The architecture of the NDE is, and will likely d¢ome to be, characterized by a set of (more @)les
interoperable technology and prodptatforms(Parkeret al, 2016; Kenny and Zysman, 2016). The
complexity of the technologies and embedded pradant services underlying the NDE means that
no single company (or country, region, or technplolyster, for that matter) can master, control, or
own all system elements. Over time, informatiorhtexdogies, including the electronic control of
mechanical systent§ have developed as a set of nested modules aridrpiatbased on botte jure
andde facto standardstretching from discrete functional elementshtexdogy platforms) to higher-
level tools, hardware systems, and software enwiests’ (core platforms) upon which developers

5 To further its uptake among entrepreneurs, thepemy is offering “unlimited and free” access to Wat's

Al tools to start-ups on the crowdsourcing siteiégdgo (Dalton, 2017).

16 systems that marry electronics and moving machiage sometimes referred to as “cyber-physicaltesys

(e.g. Schwab, 2016).

" Methods for managing complexity in ICT systems deeper than what is suggested here, and are ti@ign
driven by improvements in the cost-performance afdtvare (i.e., microelectronics). They have emgrige
higher-level approaches to software developmenm.,(@bject-oriented programming) and in the desifn
microprocessor architecture (e.g., embedding hifghezl software “microcode” in hardware and shitiftom



can create a variety of goods and services for ummis (higher-level platformsj. And because
modular system elements can be altered and upgreitleaLit redesigning the entire system, there is
no obvious limit to the depth and complexity of tHBE.

At each level of these nested ecosysterfigy@ty complementors (e.g., the makers of smarhgho
apps) have emerged to provide products and sertiwdsallow platforms to be customized or
enhanced for a variety of uses and markets. litiaddo providing market opportunities fof'®arty
vendors, this also enhances the value of eaclopiatiThis in turn attracts more users to the piatfo
which in turn attracts more“party vendors in what is known as a “network effed-urthermore,
because they are modular systems, platforms can fbe basis for additional platform layers,
stylistically depicted in Figure 1 as technologyre; and higher-level platforms.

The notion of platform layering suggests that ausetjal series of platforms can underlie modern
product-based competition. While the centrality "bfio-sided" markets and the drive to create
network effects in NDE strategies do appear toibmiically novel, the sequential value added chain
appears in platform ecosystems in two ways: 1)iwigach platform layer as'®arty complementors
are connected to users (here, the platform owntr a& an intermediary between suppliers and
buyers), and 2) in the value-added sequence aptagsrm layers that flow from lower to higher
level platforms. As Van Alstynet al (2016) state, intermediaries (such as departnmerdsy have
long acted as platforms to connect producers tosuseeating two-sided marketplaces. In the NDE,
the difference is that platforms, such as Amazambne shopping platform, are much easier to set
up, cheaper to maintain (albeit Amazon’s huge Ifuint centres are indeed made of bricks and
mortar) and therefore also easily scalable (witdlesgenerating vast pools of data).

The concept of a value added chain linked acrogsréda platforms is well illustrated by the smart
phone. It rests on several platform layers, andilhagn been harnessed as a mobile platform fer th
delivery of higher-level product platforms, suchraebile social networking and online retail (see
Figure 2)*°

The result is an ecosystem of shifting and oveitapgplatforms consisting of multiple platform
layers (with different owners), and also a myriéglatform users and casual users, with “two-sided”
markets at each stage that connétparty complementors, via the platform, to platfassers and,
finally, end users. For example, Uber’s platforommects drivers to riders, just as Amazon connects
buyers to product vendors, and Airbnb connectstaqgaat owners with renters. Within the deeper
plumbing of the NDE, there are thousands'dparty vendors providing complementary products and
services for specific technology platforms, inchglicloud computing and Al platforms. As a result,

hardware-centric complex instruction set computif@SC) to software-centric reduced instruction set
computing (RISC)).

18 Strategic questions of how companies can elevetie technology, products, or services to beconme gfaa
dominant platform, while of great interest to manyservers and a mainstay of the management literéé.g.,
Parker et al, 2016), will not be the focus here.

19 At the most basic level “upstream” in the valuaich calls made from smart phone depend on a sgradral
interconnect standards that are agreed upon anthsstry level (2G, 3G, 4G), and implemented byioas
consortiums and alliances as specific interconsemtdards such as CDMA and GSM (see Figure 3). As
mobile handsets have become more complex over femiconductor firms such as Qualcomm and MediaTEK
have developed chip sets that handle much of thglexity of the system, and as Google’s Androidratieg
system replaced proprietary operating systems,rgiynéncorporated key software code from ARM. Idaats
designed by Samsung and others depend on thesal@éesbtechnology platforms, just the providers adbire
and mobile services such as Amazon and Faceboandegn users owning powerful smartphones to access
their services.



platforms are sometimes invisible to users (e.bipsets and any3party technology embedded
within them, such as ARM software for mobile telecohips meant to run the Android operating
system). In other cases users are aware theysarg a platform (e.g., Amazon, Uber, or Facebook
and the products, services, and personal netwbeislink to).

The platform structure of the NDE allows final ®rst with extreme levels of embedded complexity
and a broad range of capabilities. It also lowées harriers to entry for botH“3arty technology
vendors, which can sell discrete modules, prodasts services into the system; as well as opens up
vast opportunities for companies, such as Faceldodiyild higher-level platforms on top of lower-
level platforms (e.g., PCs and mobile phones). plibit simply, because of the rich ecosystem of
technology and product platforms, web services @ngs such as PayPal, Airbnb, or Alibaba, did
not have to create the PC, the smartphone, theétteor any of the software programming languages
they use to build or maintain their websites. Nidrtdey have to create the cloud storage servicas t
they can use to collect and analyse their vasestof data.

To sum up, the NDE can be described as a platf@sed ecosystem of ICT-based products and
services. It is rapidly evolving through a comltioa of ubiquitous and continuous measurement and
data collection. 10T data is flowing from sensalda factory automation and business process
systems as well as Internet-connected user dewmeest obviously smart phones but including a
growing lost of Internet-connected products, frommie appliances to automobiles. The loT is
generating “big data” pools that, because theydees the “cloud”, can be mined and analysed for
patterns and correlations that would otherwise rerhalden, with these results fed into Al systems
where machine learning and automated decision-rgat@am be used to suggest upgrades to system
elements and, speculatively, to the entire system.

Figure 1. Platform layering as a value chain in théNDE ecosystem
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Figure 2. Platform layering in mobile telecom
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Platform owners, such as Facebook, Google, Amadarpsoft, Alibaba, General Electric, SAP, and
many others, already have big data and Al at timeceof their business models, and the capability
for analysis will be much broader and deeper oaggel swaths of society are connected via the 10T
and improved Al technologies are developed andayepl. The result may be a cycle of data
streaming from connected factories and users, pladéing in the cloud, big data analysis, and Al-
driven machine learning that results in continuand rapid cycles of platform upgrading and system-
level leaps in productivity and innovation. Thésdspecially true if decisions made by Al affea th
structure and operation of the NDE itself. In swelses the loop from data generation to machine
learning is complete and the entire ecosystemaifqyims could leap ahead.

A stylized depiction of this process is shown igufe 3. First, factory and user data are generated
from a set of advanced manufacturing and end uagfiopns, each of which operates as a modular
system of layered technology, core, higher-levedl @nd use platforms. These data flow, via the loT

into the cloud, which itself operates as a setedted modular platform ecosystems. Once in the
cloud, the tools in analytic platforms can be aggblto make sense of big data, with the results
subsequently operated on by Al tools.

Finally, the machine learning capabilities of Atlj@ast in theory, introduce the potential for &émgire
system to improve without human intervention. Thesjion mark in the title and Platform Upgrading
box of Figure 3, and the different shape of the,l@®e meant to indicate that autonomous system-
level platform upgrading is still speculative; atea that remains in the realm of science fiction.
System self-improvement through machine learningassible today in the context of specific
software program® but not in the larger scale, interconnected systanterpinning the NDE (e.g.
networks of machines connected through the Intgrnén other words, there is very little scope, in
the near or medium terms, for the vast, diversd, @oorly linked systems in the NDE to become
connected in a coherent enough way for the sysisra,whole, to engage in machine learning.

20 Machine learning is perhaps the most advanceéyim$peed securities trading (Deboeck, 1993).

11



Figure 3. A cycle of platform upgrading in the NewDigital Economy?
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(data analysis)

Open innovation, open standards

The complexity and multiplication of technology daims in the NDE have led industry players to
make heavy use of “open innovation” (Chesbrouglale®006) to create the resources needed to
develop and ensure the interoperability of a ramgdesub-system elements, from network
infrastructure, to operating systems, to Al tegasets and algorithms. Open innovation referfieo t
strategy of relying on external, often shared amdetimes crowdsourced resources as an integral part
of a company’s innovation process.

For example, annotated databases are importamtef@loping and testing the accuracy of machine
learning algorithms. Large, pre-classified andatated image and other datasets for the development
and testing of Al software have been made availélgleconsortiums of companies and research
institutions. Microsoft's Common Objects in Corttelataset includes 328 thousand images with 2.5
million labelled objects of 91 types. Object ldipgl within images was carried out in part by
“crowd-workers” hired through Amazon’s Mechanicalrk platform, where workers can earn small
amounts of money for performing simple, repetitiseks online. The training dataset for the 2016
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ImageNet Large Scale Visual Recognition ChallentisS\YRC)? contains annotations in 1000
categories and 1.2 million images. ImageNet iargd-scale open-sourced image database project
sponsored by Google, Amazon, and the Stanford endeg®on universities.

Open source software and design specification eadadle for multiple applications in the NDE,
including cloud services (e.g. Openst&dk cloud infrastructure (Open Compute Project), and
computer operating systems such as Linux (UNCTA@L3}. Linux and related code are freely
available online through websites moderated by liheux Foundation. Linux has an active
community of software developers that make improxets, offer new ‘distributions’ for specific
applications, and provide informal online technisalpport for engineers using Linux software.
While the initial motivation for many software engers was to undermine the near-monopoly-level
bargaining power held by Microsoft on PC operatiygtems, Linux’s penetration in PCs has been
modest. However, more than a third of Internetessr run on Linux, as do a host of consumer
electronics devices (Finley, 2016). At the samestiopen source does not always mean resources are
free or come without strings attached. Companieh sas Red Hat, Canonical, and SUSE have
developed for-profit business models by sellingppietary distributions of Linux, often tailored for
specific purposes, and providing support for largmpanies using Linux in their products and to run
their IT systems. Google’s Android smartphone apeg system, which is a proprietary
‘distribution’ of Linux, is “given away” to handsebakers mainly to drive mobile users to Google’s
search services where they are exposed to aduegr{dallas, et al, 2017).

The Open Compute Project (OCP) was formed when Facebptdd to open up its in-house data
centre design specifications in 2011. Data centvige critical to Facebook’s huge cloud operasion
are not considered a core competency (Bort, 200%. company’s purchasing power allowed it to
bring a range partners on-board, including the clmfrastructure services provider Racksgice
which adopted OCP in 2012. By 2016, OCP was suepgdoy other large data users such as
Microsoft, Hewlett Packard Enterprise, Panasomnid, 8ony; makers of complementary hardware and
components such as Intel, Schneider Electric aner&on Network Power; and network carriers such
as AT&T, Verizon and Deutsche Telekom (Miller, 2D16500gle, a holdout, submitted its first rack
design in 2016 (Novet, 2016). Because OCP is opeilows data centre operators greater control
and flexibility in regard to components and feasyréncluding storage technologies, central
processing units, memory, and operating systentmdtenabled Rackspace to move away from off-
the-shelf servers and server rack architecturesiged by traditional vendors such as Hewlett
Packard, Dell-EMC, and Lenovo (formerly IBM), andrphase lower cost servers from new vendors
based on Taiwan Province of China, such as QuamdadCTechnology, WiWynn (Wistron),
Delta Group, and Cloudline, a joint venture betwe@hEnterprise and FoxConn (Miller, 2016).

Here, the shift from proprietary to open hardwagsigns can be seen opening up opportunities for
companies based in emerging economieslieed, as with Linux, open innovation is often @ams of
lowering costs by breaking a monopoly or dominastigh standard, at least initially; it has become a

% The ILSVRC is a competition for research teamsitimg “algorithms for object localization/detectirom
images/videos and scene classification/parsing atcale’s (see: http://www.image-
net.org/challenges/LSVRC/2016/index).

22 geehttps://www.openstack.org/software/

% Rackspace’s business model is to lease data cspuee from server farm owners such as DuPont Eatro
Digital Realty (Miller, 2016), but the specificatis for server technologies is determined by Radespa
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key part of the on-going standards battles thaelebaracterized the ICT industry since the 1960s.
While the largest companies, rely to a significant degnegroprietary technologies, tis¢andards
battles underpinning the NDE differ from earlieunds in that they tend to embrace open innovation
much sooner, and often pit one open standard dgaimther. For example, IBM's OpenPower
initiative (and Foundation), centered on its Pow&r@PU technology and supported by Google,
competes with OCP in the data centre space. Tigedapublic cloud services (such Asazon
AWS, Microsoft Azure), and the Google Compute Blatf (GCP) tend to draw on multiple standards
as well as proprietary technologies as a hedgensigbetting on the wrong standard, as leverage in
negotiations, and as a tool for learning (John26ay).

As these examples suggest, open innovation lowersdst of information search and new knowledge
creation. It also generates some surprising “bolations” across competitors, setting up what
Ezrachi and Stucke (2016) call “frenemy” relatiopshin a dynamic landscape of “virtual
competition.” Open innovation still involves intalty developed and legally protected knowledge
and IP resources. Although there are overlapsnthe distinguished from “free innovation,” where
developers are self-rewarded; evaluation, repticatiand improvement is “open source” and
collaborative; and distribution of fully functionptoducts is free and peer to peer (von Hippel,7201

In both types of innovation ecosystems, there g@odunities and barriers for smaller firms and
firms located outside of the core technology clisstghere standard setting tend to be concentrated
and collaboration is most dynamic, such as Sili¢alley (Sturgeon, 2003). Access to resources can
be free, but high capability requirements may ekist full participation, and co-location can be
helpful.

Globalization and modularity

Computerization of work, from product design andireering, over manufacturing and logistics, to
services, has enabled the geographic fragmentafiordustries. Because computerization typically
comes with rationalization of work processes anglieit rules, it facilitates standardization, and
therefore the transfer of tasks from one stageéh¢oniext, either across organizations (outsourcing)
across borders (offshoring), or both (offshore outsing). This is not new. In the past 25 years,
advancements in the ability to codify and transfighly complex information from one stage of the
value chain to the next, combined with plummetiogts for both the movement of goods and making
voice and data connections, has enabled the ghiftamufacturing to countries such as China and
Viet Nam and the sourcing of a variety of servitesn countries such as India and the Philippines.

Figure 4 provides a stylized depiction of how thist of value chain modularity can emerge within a
firm, become standardized, spread to an indusity,exentually underpin the development of GVCs.
The top arrow depicts the flow of work in an inteigd firm. Work is initially carried out in teant,
departments (ovals), and tasks are completed aodlioated across teams on the basis of tacit
knowledge exchange (orange scribble where ovalg)m@&gaere is no set format for the result of each
team’s work, nor for handing the completed tasktofthe next team or department. The two teams
meet, usually in-person, to enable the next phhs®ik to be carried out, and so on until the proje
or product is finished. While this can be the onby to work if the content of tasks are novel hihyg
complex, or otherwise based on tacit knowledgeart be very slow and unproductive.

% Including thede factoopening of mainframe computer architecture basetBM’s 360 line first introduced
in the 1960s, battles over personal computer ojpgraystems and CPUs in the 1980s, and so on.
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When work is more routinized, and can be codifiesinpanies typically seek to standardize the
output format of work (orange hexagon where infdiamais exchanged) and seek external suppliers
to lower costs, increase flexibility and free upeimal personnel for higher value work. Broad ofse
external suppliers in an industry, in part drivgnsbippliers seeking to standardize how they interac
with various customers, can lead to industry stechda@ethods for exchanging information across a
value chain, methods that typically include the 068 party IT systems. While companies can use
modular linkages between affiliates, this type afue chain modularity has the effect of decreasing
contractual frictions, theoretically, at least, dhdrefore increasing the potential for outsourcifgit
concisely, value chain modularity involves the spsatic partitioning of formerly tacit information,
which can increase efficiency within the firm (efirm modularity), and across firms when
combined with industry standards for exchangingrimiation (inter-firm modular), and also across
geographic boundaries, enabling both outsourcirdy affshoring through the use of modular type
GVC linkages (Sturgeon, 2002; Geredfial, 2005).

Figure 4. Stages of value chain modularity and themergence of GVCs

- _0) Pre-modular state: bundles of tacit knowledge, non-standard hand-off between tasks

Stage 1) In-house modularity: internal rules for codified hand-off, using proprietary standards

Stage 3) Global value chains: cross-border linkages and flows enabled by value chain modularity

Source: T. Sturgeon, for UNCTAD.

While these processes have been well theorizeddandmented (e.g. Baldwin and Clark, 2000;
Dossani and Kenny, 2013), the main point is thaievghain modularity will be further enabled —
and likely accelerated — by the technologies, t@old platform ecosystems of the NDE. This is
because interoperability and known (and increagingken) standards are critical to the functionifg o
the NDE, and because the platform structure is rgigemodular, offering specific functionality
linked across standardized, or at least very wafihdd, input and output interfaces. All this alk
platform designers, complementors, and users to sdutract, and update specific functions within
modules without disrupting or disabling larger syss. This may serve to lower barriers to network
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entry for firms that know and have the capabilitiesconform to the standards, even firms that are
distant from markets and business partners.

D. The NDE and development

So far the analysis has focused on the main featumd drivers of the NDE and the commonality of
platforms, open innovation, and modularity in iusture and on-going development. Most current
discussion of social consequences and competitaardics is, understandably perhaps, focused on
the advanced economies (and especially the Unit@<§ that are in the process of forging the NDE.
For firms in the heartland of digital innovatiomet question is how to compete in the NDE. For
governments and workers, the questions are howize the opportunities and cope with any negative
impacts on national security, jobs, and societyargenerally (UNCTAD, 2017a). A question that
gets asked less often (but see Rehnberg and Rité) is what the effects could be on developing
countries and smaller firms that are already behirtie use of digital tools. This section focusas
manufacturing and innovation in the NDE, the linkadpetween innovation and production, and asks
where in the world they might take place.

Manufacturing in the NDE, what are the trade-offs?

Industrialization has long been viewed as the pattbevelopment and traditionally, industrialization
has meant manufacturing. While productivity inse=saand globalization have rendered this path less
certain (Whittakeet al, 2010), manufacturing still plays an importanerol all developed countries,
even though its share of employment in advancedau@s falls below 10 per cent. What will the
role of manufacturing be in the NDE? Discussiohthe topic, generally referred to as “industry”4.0

in Germany and “advanced manufacturing” in the B®nfillian, 2012; 2017), tend to highlight
specific features, including additive manufacturijog 3D printing), intelligent and adaptive robots
that can safely work alongside humans, ubiquitoessurement with sensor-laden equipment, very
high levels of traceability in the supply chaindaihe development of new material and processes.
But what can be saidn genera) about the likely role and characteristics of nfanturing in the
NDE?

Advances in process and quality control in manufi@cg have been on-going since the industrial
revolution, with the biggest changes coming in 1880s with interchangeable parts and in the early
1900s with mass production, when large-scale desticaroduction machinery dramatically lowered

cost and labour hours per unit, at the cost of ycbdariety. Because tooling (the moulds and dies
and stamping forms used to shape individual paets)s to be product-specific and expensive, full
machine automation has typically been too costlydib but the most high-volume environments.

With high-mix production, switching from one produo another raises challenges on the shop floor
(often met with increased use of labour), and afs@ngineering, quality control, and materials

management departments, where constantly-shifeh@fsspecifications, requirements, and material
flows must be accommodated. Smaller scale proaludtas persisted in high-cost locations in the
form of truly customized manufacturing, includingpfotyping, which is often labour intensive and

part of local innovation ecosystems, and also enfthm of high-mix production for reasons of market

responsiveness, low price sensitivity, and requinetsifor co-location with innovation.

The trade-offs in regard to the production scal®dpct variety and unit costs/labour hours are
summarized in Figure 5. Because low volume arlg fwistomized manufacturing come with tooling
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manufacturing engineering costs for one or a smathber of products, and cannot easily benefit
from scale efficiencies for inputs or logistics,ituproduction and labour costs are high (see lower
right quadrant of Figure 5). Products with largate demand per unit are produced in high volumes
(low product variety), and can benefit from autoat(lowering labour hours per item) and other

scale efficiencies (see upper left quadrant of iEdh). High mix manufacturing lies between these
extremes. It comes with relatively high labour teon, since it has historically not been cost diftec

to replace labour with less flexible machinery, amdher overhead costs related to logistics,

inventory control, and materials management.

Figure 5. Shifting trade-offs with advanced manufaturing: scale, product variety, and unit costs
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Source: T. Sturgeon, for UNCTAD.

As markets have grown and internationalized, denfsasl become more fragmented, and product
quality and variety have become more importantr@Pand Sabel, 1989). As a result, high-volume
manufacturers have sought to compete by incregsioduct variety without unduly raising costs.
Such “mass customization” (Pine and Davis, 1999) teen accomplished by various means. First,
in the 1970s and 1980s, Japanese firms (such agdjajeveloped new work organization and supply
chain management techniques. “Lean productioniretbgreater product variety in mass production
environments (among other benefits), in part bghsly increasing labour hours per unit, given that
humans have historically been more flexible angb@asive than machines (Womaek al, 1990).
Second, modularity in the form of shared desigmelats, including underlying product “platforms”
and common components, has enabled companiesreaggcproduct variation while keeping costs in
check, even if the distinctiveness of such denxaproducts could sometimes be called into question
(Chesbrough and Kusunoki, 2001). Third, compu#ion and the deployment of robots have
rendered factories increasingly flexible, reduding time needed to change production lines from one
product to another. Automation, ubiquitous processasurement and parts traceability in the
advanced manufacturing environments are motivate@fforts to increase productivity and reach
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extreme quality control goals, in some cases siiffrom parts per million defect rates to parts per
billion.  Still, there have been limits and thade-offs depicted in Figure 5 have persisted, wieh
key cost trade-off in manufacturing being varie¢ysus scal&

How may the scale/variety/cost calculus chang@éenNDE? Computerization and digital integration
of design, manufacturing, capacity planning, andpsuchain management are long term trends,
often embedded in enterprise resource planning JES®Rware. Such systems have gradually
introduced greater flexibility and speed in therentnanufacturing chain, and as costs have faleh a
the ease of use has risen, they have become mevamefor smaller companies. ERP and similar
systems are and will continue to be a big parhefNDE as they continue to improve.

What has garnered more attention, however, are fegprovements in production processes such as
3D printing that dispense with tooling entirely. dditive manufacturing equipment such as 3D
printers can manufacture even complex parts byntimg” solid objects from undifferentiated
powders, gels, liquids, and metal powders direfttyn digital design files. 3D printing lowers the
cost for truly customized and extremely low-volumeduction — prototypes for example — as
shown in the lower right-hand portion of Figure Hrast, low-cost prototyping can speed the
innovation process, and also support “on-demandhufecturing of products that have low or
occasional demand.

While, as John Hart, head of MIT's Mechanosynth&sisup, states, “By their nature, additive
methods such as 3D printing are not going to replaigh-throughput manufacturing operations”
(Paiste, 2014), there is nevertheless a constatt fauincrease production volunfésCompanies are
deploying scalable “swarms” of 3D printers to irase throughput, using systems developed by
companies such as Formlabs and Stratasys (Kerth3).2Early adopters of 3D printing, including
aerospace companies such as Boeing, Sikorsky amdsdiare using it to produce large numbers of
parts — Airbus is reportedly planning to producet8fs of 3D printed parts per month in 2018
(Kerns, 2017¥!

Another way the technologies of the NDE can shi volume curve upward and outward in Figure 5
is by enabling breakthroughs in production proce$seheretofore exotic and experimental materials
and process technologies, such as light-weight Imed@lvanced composites, integrated photonics,
flexible hybrid electronics, advanced textiles, miad chemical processes, biofabrication,

regenerative medicine, energy production and efficy, and recycling and remanufacturing

(Bonwvillian, 2017).

% Of course, the variables of cost, volume, andeigrare not the only determinants of manufactukirgtion.
Fragmentation in GVCs, where R&D has been geogcafiftisevered from production, has been less peaval

in industries and product categories that requilgeemanufacturing processes, such as the fabmcafieery
advanced microprocessors, or where frequent engigeehanges or process alterations are needednon a
ongoing basis, as in very advanced capital equipret commercial aircraft. Products that are lahgavy,
bulky, and/or delicate (such as large screen t&il@v$), or variable or color-matched parts thatdnte be
sequenced in final assembly (such as passengerlealeiats and interior parts), have tended to béuzed in

or close to end markets. The location of productan also be affected by industrial polices, aghegulatory
requirements for domestic manufacturing of militdrgrdware, or local content requirements and “offse
agreements” that trade domestic production for etaaikcess (Gereffi and Sturgeon, 2013).

% This is evidenced by the Mechanosynthesis GroupoRmnace, “an automated system for high-throughput
synthesis of nanomaterials, including carbon nevestti(Paiste, 2014).

%" The production environment for commercial airgraftade up of tens of thousands of components and
produced in modest volumes, can be said to falltineé high mix, medium volume category in Figure 5.
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As advanced manufacturing technologies mature vang flexible machines with higher throughput

capabilities become more common, they will certabe deployed in high-mix and even high volume
production environments, enabling higher producteta at lower costs. As a result, the NDE will

likely drive some degree of convergence toward“ddvanced manufacturing” profile seen in the

upper right quadrant of Figure 5 to allow largesdscproduction with greater product variety while

conserving costs and labour hours per unit, asesigd by the arrows converging toward mass
customization.

The geography of advanced manufacturing

Where will advanced manufacturing be located? Bseamass markets do not exist for all products,
rapid replenishment is sometimes required, and aesisitivity is not always high, smaller

manufacturing units have proven to be a durable @athaps growing part of the manufacturing
landscape, despite higher unit costs (Reynolds7)X20For example, even in Silicon Valley, where
large companies such as Apple have famously tutmddw-cost locations such as China for mass
production and Mexico for some high mix, mediumwoé production, there are still dozens of low
and medium volume contract manufacturers. Theydelboth local firms (e.g. Amtech, Bentech,
AlphaEMS) and branch plants of globally operatimmtcact manufacturers (e.g. Sparqtron, Jabil,
Flex, Benchmark, AQS). Boston and other technolotpsters around the world have similar

agglomerations of small and medium-sized contracdnufacturers and firms engaged in
manufacturing their own products on a small scale.

Some anticipate that the NDE will be characterizgdgmall-scale advanced manufacturing facilities
located close to consumers, similar to a farm-bdetanodel in food, in what Sanjay Sarma envisions
as linked networks of “distributed virtual fact@sie(Markowsky, 2012). In this vision, jobs will
migrate closer to end markets, transportation casid CQ emissions will be lower, inventory
requirements will shrink, and consumers will halveit needs and desires met with a wide variety of
products produced specifically for them as needed.

But the increased flexibility promised by advanam@nufacturing, and the high cost of initial
deployment, could have the opposite effect by iasireg product variety in large-scale
manufacturing, putting downward pressure on denfandhigh-mix and customized manufacturing
located within end markets. Large scale produatioits, have the enduring advantage of purchasing
power, which in turn incentivizes high responsivanand even co-location of suppliers, investments
in highly efficient transportation and infrastruay and proximate institutional supports such as
domain-specific education and training. With thismind, it is possible to imagine that advanced
manufacturing will be deployed mainly in places wehenass production is currently taking place,
such as in China.

Of course, there is a third possibility. The shdivard advanced manufacturing could be a more
general, secular trend, with new systems deployagtout dramatically altering the location of
production. The result then would be a leap indpobivity, quality, and traceability in all sort$ o
manufacturing facilities, mass, high mix and cusied, with global decrease in demand for direct
manufacturing labour. It is this possibility, esjady if it arrives quickly, without time for laho
market adjustment, which worries some observerth@fNDE such as McAfee and Brynjolfsson
(2016) (see also UNCTAD, 2017a).
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Innovation in the NDE

What will be the effects of the NDE on innovatiar those entrepreneurs and companies outside of
the elite power brokers and core platform owneith&NDE? How can smaller companies and firms
in developing countries take advantage of the NDH®Be richness of digital tools supporting
innovation in the NDE, as suggested in Figure élutle new ways to access finance, labour, inputs
and production services, customer service, sal@sneis, and marketing.

Given this toolkit, the potential of the NDE fomiovation and entrepreneurship could be profound.
Even when using today’s digital tools, product gesiequires many engineering hours and multiple
rounds of validation and testing. Failed testsl leaengineering changes and many additional hours
of redesign and retest. At a certain point, desthat work “well enough” are accepted because sunk
time and expense threaten to become excessivereshks are high costs, long cycle times, and sub-
optimal products. The new tools of the NDE, esaicibig data and Al, are set to change this.
Digital design simulation has been around a lomgeti moving from simpler applications, like
automated circuit and software testing, into mdnallenging applications, such as simulation of
mechanical systems (e.g. fluid dynamics, automatinxe trains, and avionics). However, the world
appears to be on the cusp of new leaps in capesiliased on cloud-based crowdsourcing, big data
analytics, and Al.

Take the example of Autodesk, the maker of AutoCAPppular digital design platform used across
multiple industries, including automotive, induatrmachinery, construction, and architecture. The
company’s new Dreamcatcher design automation dustes on data captured from its large user base
(new sources of data), and combines it in the claith in-house expertise (data analytics), and
applies Al tools to suggest options to design exgjis. The company describes the workflow in this
way:

The Dreamcatcher system allows designers to inpatiic design objectives, including

functional requirements, material type, manufacyinnethod, performance criteria, and cost

restrictions. Loaded with design requirements, #ystem then searches a procedurally

synthesized design space to evaluate a vast nuoflbggnerated designs for satisfying the

design requirements. The resulting design alterestare then presented back to the user,

along with the performance data of each solutiorthe context of the entire design solution

space. Designers are able to evaluate the genesatetions in real time, returning at any

point to the problem definition to adjust goals amhstraints to generate new results that fit

the refined definition of success. Once the desfggce has been explored to satisfaction, the

designer is able to output the design to fabricatamls or export the resulting geometry for

use in other software tools.

Figure 7 shows variations of bicycle frame designsomatically generated using Dreamcatcher.
Such systems allow users to create and test humdradt thousands of design iterations in a matter
of hours, radically reducing cycle times and impngvproduct quality. Evaluating potential designs
in rich 3D using augmented or virtual reality (ARdaVR) is also becoming more common and less
expensive (Barbier, 2017). With digital fabricatidools such as 3D printers, mock-ups and
prototypes are also easier to generate, enablisigreand faster decision-making regarding ultimate
designs.
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Figure 6. Examples of tools for the emerging innou@n ecosystem in the NDE
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Source: T. Sturgeon, for UNCTAD.

Figure 7. Machine-generated bicycle frame design dipns using Autodesk Dreamcatcher Al suite
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Source: Autodesk Research, https://autodeskresearch.com/projects/dreamcatcher.

Digital design tools also offer capabilities to @stigate the cost and supply-chain availability of

components, and export finished designs as ingtructets for automated production equipment
anywhere in the world, either in existing manufaiciy clusters, close to consumption, or adjacent to
innovation. With such capabilities in place, therkvhours needed to create new products could fall
sharply, along with the expertise needed to desigh quality products. With the heavy engineering

requirements satisfied by software, designers migime to rely more on their subjective, artistic

judgment, and those of others (e.g. focus groupsiians collected via social media), rather than

primarily on technical skills. New design tools enging in the NDE could present opportunities in

developing countries where technical skills migatlew, but knowledge of local market preferences
is high.
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The geography of innovation in the NDE

Just as with earlier rounds of globalization, thei# be counter-trends to the fragmentation and
spatial dispersion of GVCs, driving continued griowrt technology clusters such as Silicon Valley,
where the systems that underpin the NDE are degd|ognd standard battles are fought and won
(Sturgeon, 2003). A look at the headquarters lonatiof the most important players in the NDE,
shown in Figure 8, reveals an extreme level of eatration in North America, which has
headquarters of 63 of 135 NDE companies with a etackpitalization of more than $1 billion in
2015. A closer examination of the North Americampanies in Figure 8 suggests an even greater
level of sub-national concentration. Their headtpra are, almost without exception, located in a
handful of postal codes in and around Silicon \faléalifornia and Seattle, Washington.

Given this situation, and the advent of new Al-stesl design processes just mentioned, the impact of
the NDE on the location of innovation is likelylte two-fold. On the one hand, the need for iteeati
engineering work could fall along with the expeartiequired to design new products, and while this
might generate additional demand for skilled labfmurcore platform owners, many fewer highly
skilled engineers and workers could be needednmsfthat use the systems to produce either higher-
level platforms or final products and services. isTis because much of the expertise required to
design, test and validate new product designsheilembedded in software platforms, especially in
the Al portion. While making successful use oftsggstems certainly requires expertise, job counts
and spill-overs to local innovation clusters colid reduced. On the other hand, downstream
innovation (not innovation in core platforms, but mew platforms and products created by and
around them) could lead to an uptick of innovathanside the heartland of core NDE innovation, as
products tailored to local markets are developetjpmoduced more easily, quickly and inexpensively.

Figure 8. Headquarters region of digital economy ampanies with more than US$1B market cap in 2015

North America Asia Europe Africa &. Latin
America
¥ Y - Public
':oﬁ, ‘ .Priva(e
63: $2.8 trillion 42: $670 billion 27: $161 billion 3: $61 billion

Source: Van Alstyne (2016), based on research by Peter Evans, KPMG.

It remains to be seen if the geographic concentreguggested by Figure 8 is a result of the yolith o
the NDE, where companies have been spawned qogathg from within existing dominant clusters
in computing, software, and networking; or if thetigsters will draw in the most innovative segments
of more traditional industries as they adapt to Ni2E. While the NDE, broadly defined, includes
many existing technology clusters (e.g. Pittsburi@bston, Toronto, Munich and Tokyo), in the
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winner-take-all game of platform competition, theteuld be a winner-take-most geographic
analogue, driving spatial inequality both domediycand internationally.

Still, it seems safe to assume that the opporamjirovided by the NDE for firms in places outgsifie
established technology clusters will be significaWhile General Motor's move to concentrate its
Al-based self-driving technology development in then Francisco Bay Area (Associated Press,
2017), an example of the centripetal spatial dycamst mentioned, examples of the centrifugal
dynamic also abound. These include Uber’'s (inanghstroubled) testing of driverless vehicles in
Philadelphia (Kang, 2017), the apparent emergehee driverless vehicle cluster in Boston led by
start-ups such as nuTonomy (Vaccaro, 2017), andebent proliferation of fully electric vehicle
producers in China (Helvestogt al, 2017). It is important to note that the big thrimternet
companies in China, Baidu (Internet search), Alibé»commerce), and Tencent (social networking
and mobile services), sometimes referred to aB¥iE companies, are dominant in China’s huge
domestic market. Tencent’'s WeChat social netwgrkiatform has 800 million users, though almost
all of whom are within Chin&’

When the lens is shifted from core platforms tchkiglevel platforms, platform complementors, and
platform users, the possibilities open up signiftbta The resources listed in Figure 6 prove aaly
hint at the vast and growing set of digital resesrthat could be used by start-ups, smaller, and
globally remote companies to innovate, grow, imgraperations, and connect to markets. These
tools cover the gambit, including aids to R&D andavation, capital, labour, operations, inputs, and
marketing and market access. In regard to capitlied Crowds is a website that aggregates
hundreds of alternative financing providers witBpeecific focus on developing countries, including
equity (angel and venture capital) investors, crdumting, and donors who might assist firms (if
allowed by local regulations) in bypassing locahkiag systems and otherwise overcome financing
hurdles, and also offer a way for companies to nthkenselves known (i.e. marketing). These tools
create possibilities, and they exist despitethe powerful technology firms and core platformnewns
concentrated in places such as Silicon Valley asuttte, bubecausef them.

Linkages between manufacturing and innovation éNIDE

A crucial question is how tightly innovation willebgeographically tied to production in the NDE.
Historically speaking, industrial, innovation, amsanufacturing policies have been based on the
assumption that the two have strong spatial linkagénnovation policies hope to spawn new
industries that will in turn generate large-scaigpyment, including in manufacturing. Investment
attraction policies hope to create manufacturinglegment, in the first instance, but also embody
hopes that knowledge-intensive activities will etwetly follow production as a spill-over. When
there is no well-defined, modular break-point betweénnovation and production (as depicted in
Figure 4), successful innovation might require nfaawring to be co-located, since new products
sometimes also require new processes to produce thet, as seen in important industries such as
electronics, software, and motor vehicles, effectimodular linkages between the innovation and

2 \While it is relevant that these firms developedhin the “Chinese Firewall,” a term given the Clige
government’s extensive attempts to block contene#ms subversive from the Chinese Internet, inetud
refusal to grant operating licenses to Google aackBook, knowledge of the Chinese market had aem b
important, especially for Tencent/WeChat, which lieveloped an entirely mobile platform that inclside
innovations that appeal specifically to Chinesasig¢e.g. the “red envelope” feature of WePay tliais easy
gifting of money to friends and family in line wittraditional norms), and Alibaba, which has essdlyti
outcompeted Amazon in China mainly based on itslgcbmix and fulfillment (Thun and Sturgeon, 2017).
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production stages of the value chain can facilitageparation of innovation and production can be
geographically separated into distinct technolagy production clusters (as depicted in Figure 9).

Bonvillian (2012) frames this as a shift, in indiest with high levels of value chain modularityorin

an “innovate here/produce here” structure to amdwate here/produce there” structure. Because
dynamic industries can change in terms of prodymtscess technologies, business models, and
regulatory requirements, it is possible for pressuor co-location to increase in industries thateh
been heretofore evolving along the lines of innevare/produce there. The question then becomes,
which part of the industry will “move” to be close the other? From the perspective of advanced
economies like the United States, Western EurogeJapan, this is usually framed as a replacement
of a “hollowing out” trend with “re-shoring”, wherenanufacturing returns to the heartland of
innovation, either because productivity increaseproduction (e.g. as a result of automation) have
rendered labour cost differentials unimportant,aose manufacturing needs to be tightly linked to
innovation for technical coordination reasons (mefé to as “decodification” by Gereféit al, 2005),

or for some other set of reasons, such as induatithtrade policies that shift the incentives taoa
domestic manufacturing. Of course, emerging ecae®nsuch as China, Brazil, and Viet Nam have
long been incentivizing investments in R&D in comdtion with manufacturing (Zylberberg, 2017).
These countries and others will certainly seeket@tage any new requirements for co-location of
innovation and production in ways that will generatore substantial R&D spill-overs within their
borders.

Excitement about re-shoring has waxed and wanezhtegly, with little real impact on the direction
of change in the global economy toward the innowates/produce there model underpinning GVCs.
Not every industry has moved manufacturing offshbrg of those that have, very little has “come
back” (A.T. Kearney, 2014). While past evidencggests that there will be variation across
industries (Sturgeon and Memedovic, 2010), and finats will have strategic choices in regard to
business models (Berget al, 2005), it is reasonable to assume that a matiNiDg will lead to a
further loosening of spatial ties between many fess functions, including innovation (and within
innovation), production, logistics, marketing, distition and after-sales service.

The emergent features of the NDE appear poisedxtien@ the organizational and geographical
fragmentation of work into new realms, includingrferly indivisible and geographically rooted
activities that reside at the front end of GVCgqessally R&D, product design, and other knowledge-
intensive and innovation-related business functio$fe digitization of work, and of products and
services, means that more industries will be uridega by ICT, connected to the cloud, and based
on global platforms. All of this loosens the coasits on co-location, and provides firms, largd an
small, with new ways to pursue “optimization” segies in regard to the location of markets and
distribution, on the one hand, and the location smarcing of business functions and intermediate
inputs on the other. Again, changes to the regolanvironment could change locational incentives
dramatically.

Scenarios for developing countries in the NDE

Given the scenarios just outlined, what impacthésNDE likely to have on developing countries?
While the features of the NDE might add up to rabchange, it is in line with earlier advances in
computerization, beginning in the 1980s, accelegaitn the 1990s, and becoming mainstream in the
2000s, that allowed the organizational and geodcapeparation of R&D and design from
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manufacturing, leading to the creation of GVCs.ghtdir value business functions, such as branding
and product design have tended to stay in estadlisfthnology clusters, but vast new investments in
manufacturing have been made in lower cost and etgroximate locations such as China, Viet

Nam, South Africa, and Brazil and Mexico, creatiagye numbers of production jobs but also jobs in

adjacent categories such as materials and supplyn chanagement, manufacturing engineering,
logistics and distribution (Berger, 2005; Baldw2®16; IBRD/World Bank, 2017).

However, even countries and regions that are dempiyected to GVCs, such as China and other
export-oriented economies in East Asia, India, &asEurope, North Africa, and Latin America (e.qg.
Mexico) can fall into “low value added traps.” Thssbecause a greater share of value (and profits)
tend to accrue to the “lead” firms in GVCs that wwoh branding, product conception, and retail
distribution; as well as to the suppliers of adwahproduction equipment and technology platforms
and intellectual property owners that provide tbg kputs and evede factostandards for others in
the chain (e.g. Intel or Qualcomm CPUS).

While there are a growing number of important MNiBsl a few successful suppliers of higher level
platforms from the developing world, GVCs are stibminated by firms from the traditional
technology clusters in industrialized countriesy(®, 2014). Firms that provide routine assembly
tasks and other simple services within GVCs teniaatee lower profits, pay their workers less, and be
more vulnerable to business cycles. This idea wsisdrticulated (from direct experience) by former
Acer CEO Stan Shih as the ‘Smiling Curve’ of vahdzled (see Figure 9), and first demonstrated by
the research of Lindeet al (2009) with the case of the Apple iPod. A 201ddgtby the OECD
(2011), based in part of the work of estimated tlaina’s value added to a $600 iPhone 4 (mainly
assembly and packaging) was only US $6.54, abounfli%e retail price.

This raises a series of questions. Will the NDEropp new opportunities for developing countries,
or deepen existing geographic divides? Will autibomaallow production to migrate closer to the

point of consumption by decreasing the importariciamge-scale direct labour which has been the
engine of growth for so many recent developers? wilk such shifts drive recent developers more
quickly into higher value activities, for examplhen Al provides entrepreneurs in developing
countries with platforms on which to develop sopb&ed products suitable for export to advanced
markets? Will the ICT-enabled fragmentation of wierlge work lead to new waves of global

investment in R&D, deepening and broadening thenéion of GVCs?

Just as with manufacturing, there are three broadasios for developing countries in the NDE. The
first is that the routine business functions sushranufacturing, software coding, and back office
services, which have served as the backbone fat dgyvelopment, could be the first to be re-shored
or even eliminated by advanced manufacturing amohaation. This could drive a retreat from GVCs
and huge social disruptions in recent developehgray export oriented factories currently employ
tens, and even hundreds of thousands of workersrinconcentrated manufacturing clusters (around
Shenzhen, Hanoi, and Guadalajara, for examplejhdrsecond scenario, the tools of the NDE could
empower developing country firms to move up theugathain, become less dependent on the
innovation and coordination functions of lead firmsGVCs, and produce globally competitive and
compatible products on their own. Rehnberg andéP@017) depict this scenario, using the example
of 3D printing, as a possible flattening of theuathain curve from “smiling to smirking.” The rthi
scenario is that the innovate here/produce theogrgehic division of labour suggested in Figure 9
remains relatively stable as the NDE alters praxlutd processes in existing technology and
production clusters. The balance between theipetdl and centrifugal effects on the geography of
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industries, and the alterations in complexity augdity in GVCs patterns seen today, will doubtless
constitute a core research questions for schofgB/€s in the coming decades.

Figure 9. The “smiling” curve of value added, with$600 iPhone 4 example
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Source: T. Sturgeon, for UNCTAD, with iPhone example drawn from OECD, 2011.

E. Concluding remarks

What's new about the NDE?

The main driver of the NDE is the continued expdianmprovement in the cost performance of
ICTs, mainly microelectronics, following Moore’s Wwa This is not new. The digitization of design,
advanced manufacturing and robotics, communicat@amsd distributed computer networking (e.g. the
Internet) have been altering the processes of emmv and the possibilities relocation of work for
many decades. However, there are three trendinvtith NDE that are relatively novel. First, there
are new sources of data, from smart phones torfasensors, resulting in the accumulation of vast
quantities of data in the “cloud,” and creatingommhation pools that can be used to create new
insights, products, services — as well as riskssdoiety. Second, business models based on
technology and product platforms — platform innewat platform ownership, and platform
complimenting — are, in a range of industries armtpct areas, radically altering industry structure
and the terms of competition. Third, the quantieatadvancement in semiconductor technology
described in Moore’s Law has, in some areas, ealbegraphics processing, advanced to the point
where qualitative changes have begun to occur enptiactical applications for machine learning-
based Al. What these novel trends share is radiamcvery advanced and increasingly ubiquitous
ICT.
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The range of new technologies, technigues, andtifiieavenues being opened up, at least in part, b
the new tools of the NDE are almost too numerousdation. In addition to the applications already
referred to in this study, space exploration, lestdargeted gene editing techniques (e.g. CRISPR),
and ultra-small scale manipulation of matter, ofiefierred to as nano-technology, can be adted.

Winners and losers, opportunities and risks

Being transformational, the NDE will likely creat®th winners and losers, both opportunities and
risks. A positive, if somewhat utopian vision dfet NDE might centre on the ubiquity and
democratization of information — not hard to eneisinearly twenty years after the introduction of
Google search and ten years into the smart ph@ne-aand the decoupling of economic growth from
natural resource constraints enabled in part bystioetening of supply chains with the advent of on-
demand manufacturing (e.g. 3D printing) and sufiient containerized urban agriculture
(Chambers and Elfrink, 2014). The NDE, therefoceuld usher in a newly equitable and
environmentally sustainable growth model basedhenmaximization of human empowerment and
wellbeing rather than maximization of profits anesaurce extraction and utilization (Erkoskun,
2011). Personal robots may certainty be helpfah&infirm and disabled, and be flexible enough to
become well integrated into everyday life (Rus,®01

However, there are legitimate worries that the NEE introduce frightening new risks, and that not
everyone will prosper from its evolution. For werk, large and sudden productivity increases
enabled by the NDE could shorten the employmentstilient period that has softened the impact of
earlier rounds of automation. The penetration @hputerization and Al into knowledge-intensive
services could mean that many more jobs will beiskt of disappearing, even as output and
productivity rise (McAfee and Brynjolfsson, 20160n the other hand, advanced economies have
been remarkable in their ability to create new stdas, demand new skills, and create new and
different jobs (Autor ,2015).

Nevertheless, the disruption from automation amthajization tends to be experienced unevenly, and
at the very least, it is all but assumed that a olss of super intelligent and dexterous robotk wi
cause direct labour in factories to fall furthertive coming decades (McAfee, Brynjolfsson, and
Spence, 2014), driving “employment polarizationtla level of industries, localities, and national
labour markets” (Autor, 2015, p. 12), and espegiai places that are highly dependent on

manufacturing, even if temporarily

Moreover, the economic and social effects of theENdDe expected to be broader than job loss from
factory automation. Ride sharing is already revohizing individual mobility and autonomous road
vehicles, especially freight trucks, seem to beckimg on the door of mainstream deployment
(Vincent, 2016). Services from help desks to etlowaand training to payments and banking are
increasingly delivered with automated help-desktesys that include voice recognition and Al
features. The “gig economy” (De Stafano, 2015) aycreating a precarious class of “on demand”
workers, or “dependent contractors” (Smith and lsteen, 2015), including knowledge workers, that

29 Nano-technology includes nano-manufacturing fer ¢reation of new materials and the emergencenefaa
class of nano-machinery. Nano-technology is inmipgcta range of fields, not least the fabrication of
semiconductors, creating a virtuous technologidalle between the processes of innovation and dwost
available to engage in innovation.
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are part of a broadly emergent “precariat” withaumy clear institutional means for organizing
(Standing, 2016). While ride sharing and apartmiental platforms tend to receive a lot of press
attention, platforms to connect home care workerslients (e.g. Care.com), and those that connect
clients to an “on demand” workforce through platiist® involve much larger numbers of workers,
on the order of millions per platform, rather ththe hundreds of thousands working for ride sharing
platforms (Smith and Leberstein, 2015).

And, the jobs suitable for on-demand work, copyedjtdata cleaning, moderation of online content,
transcription, and even driving, could be the magdherable to replacement by Al computer systems.
In the ‘new’ centers of offshore IT services, sashBangalore, hiring is down and significant lagoff
have been seen for the first time (Narayan, 281Fyen if many more intellectually stimulating and
satisfying jobs are created, rising inequality,gmbial for worker abuse, and downward pressure on
wages are all worrying aspects of the NDE.

For consumers, there are risks beyond real anchiimit¢ob losses from automation and Al. For

example, big data and Al could enable “first delyiméce discrimination, where prices are adjusted
constantly and in real time based on a consumersejved need for the product or service and
willingness to pay. When such variables can bémeséd from prior shopping and purchasing

histories analysed in the context of millions ofoprpurchases from shoppers with similar habits,
consumer bargaining power could be harmed (Shi#@t4). On the other hand, automation, mass
customization and shorter supply lines could lopéces and vastly improve consumer satisfaction
(Bhasin and Bodla, 2014).

While the actual and potential benefits of conmdtel’ devices in the home are still being proven,
many smart phone apps, such as free, easy-to-yseavégation and music streaming services have
already more than proven their worth to users. alilws to platform owners underpin, at least
theoretically, on-going enhancements and upgramdggital products and services. But the price for
these services is users who passively, and songtimieowingly, provide app-makers and platform
owners with very fine-grained information aboutiththereabouts and personal habits. For example,
Facebook collects user data that includes citydgerage IP address, and, a full record of the iteebs
users link to and how they tag content (when logged In addition, the company combines
information and assumptions about users harvested their online activity with information from
public sources and data brokers to assemble dessieusers with nearly 100 variables (job title,
parents’ birthdays, etc.) to help target adverteseimmore precisely (Dewey, 2016).

For large companies, organizations, and governmemshave already seen the vulnerability — to
hacking, identity theft, espionage, larceny, ransgmand even industrial sabotage — that come with
connecting private communications, industrial syste and public infrastructure to the Internet
(Hampson and Jardine, 2016). As a result, sontkeo€ompanies most deeply engaged in advanced
manufacturing currently do not dare to make coriaestoutside the immediate premises of their
factories for fear of data breaches, and this dbsithe advantages that might come with data sharin

%0 Example include Crowdflower, Crowdsource, Clickker, and Mechanical Turk, or MTurk, a
crowdsourcing site operated by Amazon Web Sendicas connects researchers to individuals that ttlp
scientific experiments and tedious data analysisstin exchange for small payments.

3L For example, in late 2016 Larsen & Toubro, Indibiggest engineering firm, reduced its workforce by
14,000 employees, or 11.2%, and in 2017 more layo#re seen at IT services firms including Cogrtizan
Wipro, Infosys and Tech Mahindra.

28



and pooling across the larger organization and Igupase. Ignoring such risks can have grave
consequences, while taking them seriously can umderthe promise of the new era.

For smaller companies, the cost and expertise nedjtid purchase, operate, and continually upgrade
advanced manufacturing and IT systems may driveegel wedge between the large — and mainly
multinational — firms with the scale to justify tiieeded investments, and smaller, locally-oriented
and developing country firms. The winner-takeebfhamics seen in platform-based industries (e.g.
Google, Uber, Facebook, and WeChat), where netefidct advantages accrue to first-movers and
standard setters (Parkadral, 2016), could lead to accentuated polarizatiahéindustrial base as the
standard-bearers for the NDE consolidate theirggain

Despite these concerns, the NDE holds much profarsbusinesses able to take advantage of new
technology and mitigate risks. Large and small gannes that rely of the new tools of the NDE, in
rich and poor countries alike, can make their oiggions more efficient, reach and serve customers
more effectively, speed new product development, iawent entirely new products and services
without the need for deep pockets or deep systesi-expertise. While core platform owners might
have access to more comprehensive data than Heyjedrplatform owners or end users, accesallto

of the world’s relevant data is not required toegsp@énovation or carve out new market space in the
NDE.

It is an intriguing prospect, from a developing oty perspective, that small firms and
entrepreneurial start-ups, anywhere, might havesscto crowd funding and build products based on
technology, core, and higher-level platforms. WAtkassisted tools either built into design software
and analytics included as either a feature of tabggm or an analytical tool to help refine subseot
design iterations, innovation could become morgiefit and effective and opportunities for growth
could multiply. With such tools lowering the cadtentry into the NDE, it is easy to see the poént
benefit for economic development anywhere whereepnéneurs and engineers with the right
capabilities can make use of them.

Data partitioning, a new digital divide?

Despite its promise, access to data is likely toai@ partitioned in the NDE. A stylized depictioh

the data flows in the NDE, shown in figure 10, seglg that the sweet spot for data access resides
with core platform owners, and secondarily withHeiglevel platforms. Entrepreneurs with small
companies will have access to their own data, @nabte to analyse it by making use of Al tools and
platforms, but access to larger insights from laqgaols of data will either come with a cost or be
entirely the purview of platform owners.

So, the “digital divide” could increasingly desaimot only the difference between those that are
connected to the digital world and those that rengisconnected, or those with “digital skills” and
those without them, but also widening inequalityhivi groups and places thate connected. More
people and places will be connected to the NDE,samekfit from it, but it is entirely possible thae
levers of control and the extraction of profits Iwie in the hands of only a few. Whatever the
advantages of the NDE for average users, greatemsabes will probably accrue to those with the
capability and authority to accumulate, accessaaadlyse big data.
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Figure 10. Actors, data access, and data flows ihe NDE ecosystem
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It appears that we could be at the beginning oéw and disruptive technological wave.

In prior

technological disruptions, from steam engines &xtelc power to digital computing, the logic of
efficiency has often run ahead of the capacitiesrghnizations and society at large to absorb and
adapt to them, requiring significant reshaping andommodation in order to reach a more mature

and humane footing (Bodrozic and Adler, 2017).

M/ithe full impact of the NDE on jobs,

international competition, and the location of protibn is unknown, outcomes will crucially depend
on the pace of change and the ability of orgardmatiand societies — including regulators and the
producers of economic statistics — to understanuéasure it, and manage it.
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